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REMEMBRANCES

It is with sadness that we note the passing of the following scientists who have played important roles in the international scientific 
assessments of the ozone layer.

pAul J. crutzen
(1933–2021)  Paul Jozef Crutzen was born in Amsterdam on 3 December 1933. His early work-
ing life was as a civil engineer. His appointment as a computer programmer at the Department 
of Meteorology in what is now Stockholm University was the start of his atmospheric science 
career. His PhD research established the important role of the oxides of nitrogen in the formation 
and destruction of ozone in the stratosphere and troposphere. His work pointed to the potential 
destruction of ozone if the concentration of NOx radicals, key components in catalytic ozone 
destruction cycles, increased following enhanced emissions from aviation.This was part of the 
work for which Paul was awarded the 1995 Nobel Prize in Chemistry, along with Mario Molina 
and F. Sherwood Rowland. Paul’s contributions were wide ranging and hugely influential. They 
covered work on polar stratospheric clouds, the budget of tropospheric ozone, ‘nuclear win-
ter’, biomass-burning, cloud chemistry, climate and climate intervention. He worked in Boulder, 
Colorado, during the 1970s at NOAA Aeronomy Laboratory and the National Center for 
Atmospheric Research, before moving to be head of the Max Planck Institute for Atmospheric 
Chemistry in Mainz in 1980. A highlight of his career was originating and promoting the concept 
of the ‘anthropocene’ to describe the current period where human activity is having a profound 
influence on our environment. Paul died on 28 January 2021 in Mainz, Germany.

mAck mcfArlAnD
(1947–2022)  Mack McFarland was born in Houston, Texas, on 9 September 1947. He received 
his Bachelor’s Degree in chemistry from the University of Texas – Austin and a PhD in chemical 
physics from the University of Colorado – Boulder in 1973. He completed post-doctoral studies 
at York University in Canada and became a research scientist in the NOAA Aeronomy Laboratory 
in Boulder, Colorado. While at NOAA, Mack led innovative measurements of nitrogen oxides 
(NOx) on a ship in the remote Pacific Ocean and into the mid stratosphere using balloon-borne 
chemiluminescence detectors. NOx chemistry controls ozone amounts in the stratosphere and 
troposphere. In 1983, he joined DuPont Company to help interpret the emerging scientific in-
formation and understanding of ozone depletion and climate change. Mack was involved in 
many of the quadrennial scientific assessments of ozone depletion that support decision making 
in the Montreal Protocol and in climate assessments conducted by the Intergovernmental Panel 
on Climate Change (IPCC). As an atmospheric scientist and industry representative, he was a 
highly valued contributor to the ozone assessments. Mack’s foresight and understanding of how 
global use of synthetic gases influenced ozone depletion and climate change was an essential 
resource to the science and policy communities. Mack was the first to describe the importance 
of future global HFC emissions, which led to the Montreal Protocol Kigali Amendment to phase-
down key HFCs in 2016. Mack received numerous awards and honors including the 1999 EPA 
Climate Protection Award and the 2007 Dupont Pedersen Medal. Mack died on 30 November 
2022 in Dallas, Texas.



mArio JoSé molinA
(1943–2020)  Mario José Molina was born in Mexico City on 19 March 1943. His father was 
a diplomat and his early schooling was in Switzerland. He was a chemical engineering under-
graduate at the Universidad Nacional Autónoma de México and subsequently studied applied 
chemistry at the University of Freiburg. After a PhD at the University of California – Berkeley he 
began work as a post-doctoral researcher with F. Sherwood Rowland at UC Irvine. Their famous 
Nature paper from 1974 alerted the world to the potential dangers to the stratospheric ozone 
layer of the build-up in the atmosphere of chlorofluorocarbons, work which led to the award in 
1995 of the Nobel Prize in Chemistry to him, F. Sherwood Rowland and Paul Crutzen. Mario was 
only the third Mexican to win the Nobel Prize and the first for science. After the discovery of the 
Antarctic ozone hole, Mario’s experimental work at the Massachusetts Institute of Technology 
(MIT) in the US elucidated the mechanism of chlorine activation on polar stratospheric clouds, a 
key component in understanding why ozone depletion occurs in polar regions. It was at MIT that 
Mario also started his very important work on megacities, with a focus on Mexico City. He found-
ed the Molina Center for Energy and the Environment (MCE2) after his move to University of 
California – San Diego. He played important roles in advising policymakers on matters related to 
climate change, the environment and human health. He died on 7 October 2020 in Mexico City.

Other individuals who have contributed over many years to the scientific understanding of ozone depletion have passed away since our 
last assessment. We particularly note the death of William T. Ball on 29 April 2022 at the age of 39. Will held positions as an assistant pro-
fessor at the Delft University of Technology in the Netherlands and as a visiting scientist at the Royal Netherlands Meteorological Institute 
in De Bilt. He was an active Co-author of Chapter 3 in this assessment. Will made important contributions to understanding trends in 
ozone in the lower stratosphere. His passing is a deep loss to his family and colleagues and has taken away a future leader from the ozone 
science community.

With the passing of Mario Molina, Paul Crutzen and Sherwood Roland, parties to the Montreal Protocol adopted Decision XXXIV/1 
at the 34th Meeting of the Parties in November 2022.

Decision XXXIV/1: Recognition of the achievements of Paul Jozef Crutzen, Mario José Molina and Frank Sherwood 
Rowland, winners of the Nobel Prize in Chemistry in 1995.

Deeply grateful for the pioneering contributions and the extraordinary, visionary and courageous scientific work of sci-
entists Paul Jozef Crutzen (Netherlands), Mario José Molina (Mexico) and Frank Sherwood Rowland (United States of America) 
throughout their careers in atmospheric chemistry, and particularly for their work concerning the formation and decomposi-
tion of ozone, which led to their being awarded the Nobel Prize in Chemistry in 1995, 

Aware that their scientific work paved the way for global action to protect the ozone layer and led to the adoption of the 
Vienna Convention for the Protection of the Ozone Layer and the Montreal Protocol on Substances that Deplete the Ozone 
Layer and that, furthermore, their work spurred related action by every United Nations Member State as a party to those 
global environmental treaties, 

Acknowledging the importance of continuing work to restore the ozone layer and the many associated benefits of such 
work to the planet and therefore to humanity,

1. To express recognition of and gratitude for the invaluable scientific contributions of Paul Jozef Crutzen, Mario José Molina 
and Frank Sherwood Rowland, which inspired countries around the world to join in solidarity and cooperation to protect 
the ozone layer from depletion, thus making the planet safer for present and future generations; 

2. To uphold their legacy by maintaining mutual trust in and commitment to the work of the Vienna Convention and the 
Montreal Protocol;

3. To strive to continue to strengthen the institutions that their achievements helped to establish in order to achieve the aims 
of those institutions and protect the atmosphere for the benefit of all.
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Science has been one of the foundations of the Montreal Protocol’s success. This document highlights advances and updates in the 
scientific understanding of ozone depletion since the 2018 Scientific Assessment of Ozone Depletion and provides policy-relevant scientific 
information on current challenges and future policy choices.

A. Major achievements of the Montreal Protocol 
• Actions taken under the Montreal Protocol continued to decrease atmospheric abundances of controlled ozone-depleting substanc-

es (ODSs) and advance the recovery of the stratospheric ozone layer. The atmospheric abundances of both total tropospheric chlorine 
and total tropospheric bromine from long-lived ODSs have continued to decline since the 2018 Assessment. New studies support 
previous Assessments in that the decline in ODS emissions due to compliance with the Montreal Protocol avoids global warming of 
approximately 0.5–1 °C by mid-century compared to an extreme scenario with an uncontrolled increase in ODSs of 3–3.5% per year.

• Actions taken under the Montreal Protocol continue to contribute to ozone recovery. Recovery of ozone in the upper stratosphere 
is progressing. Total column ozone (TCO) in the Antarctic continues to recover, notwithstanding substantial interannual variability in 
the size, strength, and longevity of the ozone hole. Outside of the Antarctic region (from 90°N to 60°S), the limited evidence of TCO 
recovery since 1996 has low confidence. TCO is expected to return to 1980 values around 2066 in the Antarctic, around 2045 in the 
Arctic, and around 2040 for the near-global average (60°N–60°S). The assessment of the depletion of TCO in regions around the 
globe from 1980–1996 remains essentially unchanged since the 2018 Assessment.

• Compliance with the 2016 Kigali Amendment to the Montreal Protocol, which requires phase down of production and consumption 
of some hydrofluorocarbons (HFCs), is estimated to avoid 0.3–0.5°C of warming by 2100. This estimate does not include contribu-
tions from HFC-23 emissions.

B. Current Scientific and Policy Challenges
• The recent identification of unexpected CFC-11 emissions led to scientific investigations and policy responses. Observations and 

analyses revealed the source region for at least half of these emissions and substantial emissions reductions followed. Regional data 
suggest some CFC-12 emissions may have been associated with the unreported CFC-11 production. Uncertainties in emissions from 
banks and gaps in the observing network are too large to determine whether all unexpected emissions have ceased.

• Unexplained emissions have been identified for other ODSs (CFCs-13, 112a, 113a, 114a, 115, and CCl4), as well as HFC-23. Some of 
these unexplained emissions are likely occurring as leaks of feedstocks or by-products, and the remainder is not understood. 

• Outside of the polar regions, observations and models are in agreement that ozone in the upper stratosphere continues to recover. 
In contrast, ozone in the lower stratosphere has not shown signs of recovery. Models simulate a small recovery in mid-latitude low-
er-stratospheric ozone in both hemispheres that is not seen in observations. Reconciling this discrepancy is key to ensuring a full 
understanding of ozone recovery.

• The existing network of atmospheric monitoring stations provides measurements of global surface concentrations of long-lived ODSs 
and HFCs resulting from anthropogenic emissions. However, gaps in regional atmospheric monitoring limit the scientific community’s 
ability to identify and quantify emissions of controlled substances from many source regions.

• Several space-borne instruments providing vertically resolved, global measurements of ozone-related atmospheric constituents (e.g., 
reactive chlorine, water vapor, and long-lived transport tracers) are due to be retired within a few years. Without replacements of these 
instruments, the ability to monitor and explain changes in the stratospheric ozone layer in the future will be impeded.

• The impact on the ozone layer of stratospheric aerosol injection (SAI), which has been proposed as a possible option to offset global 
warming, has been assessed following the terms of reference for the 2022 SAP Assessment Report. Important potential consequenc-
es, such as deepening of the Antarctic ozone hole and delay in ozone recovery, were identified. Many knowledge gaps and uncertain-
ties prevent a more robust evaluation at this time.

• Heightened concerns about influences on 21st century ozone include impacts of: further increases in nitrous oxide (N2O), methane 
(CH4), and CO2 concentrations; rapidly expanding ODS and HFC feedstock use and emissions; climate change on TCO in the tropics; 
extraordinary wildfires and volcanic eruptions; increased frequency of civilian rocket launches and the emissions of a proposed new 
fleet of supersonic commercial aircraft.  

of the 
Scientific ASSeSSment of ozone Depletion: 2022
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C. Future Policy Considerations
• If ODS feedstock emissions as currently estimated were to be eliminated in future years, the return of mid-latitude Equivalent Effective 

Stratospheric Chlorine (EESC) to 1980 abundances could be advanced by almost 4 years, largely due to reductions in CCl4, and there-
by reduce total climate forcing from ODSs.

• Eliminating future emissions of methyl bromide (CH3Br) from quarantine and pre-shipment applications currently allowed by 
the Montreal Protocol would accelerate the return of mid-latitude EESC to 1980 abundances by two years (as noted in previous 
Assessments).

• Emissions of anthropogenic very short-lived chlorine substances, dominated by dichloromethane (CH2Cl2), continue to grow and 
contribute to ozone depletion. If CH2Cl2 emissions continue at their current level, they will continue to deplete approximately 1 DU of 
annually averaged global TCO. Elimination of these emissions would rapidly reverse this depletion.

• A 3% reduction in anthropogenic N2O emissions, averaged over 2023–2070, would lead to an increase in annually averaged global 
TCO of about 0.5 DU over the same period, and a decrease of about 0.04 Wm–2 in radiative forcing, averaged over 2023–2100.

• Global emissions of long-lived HFC-23, which are largely a by-product of HCFC-22 production, are as much as eight times larger than 
expected and are likely to grow unless abatement increases during HCFC-22 production or feedstock use of HCFC-22 decreases.

• The current combined GWP-weighted emissions of CFCs plus HCFCs are comparable to those of HFCs. Reductions in the future 
emissions of CFCs and HCFCs requires addressing releases from banks and continuing production and use in allowed manufacturing 
of feedstocks, in by-products, or in unknown uses, depending upon the compound.
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The Charge to the Assessment Panels
Specifically, Article 6 of the Montreal Protocol on Substances 

that Deplete the Ozone Layer states: 

Beginning in 1990, and at least every four years thereafter, 
the Parties shall assess the control measures provided for in 
Article 2 and Articles 2A to 2I on the basis of available scien-
tific, environmental, technical and economic information.

To provide the mechanisms whereby these assessments are 
conducted, the Montreal Protocol further states: 

“. . . the Parties shall convene appropriate panels of experts” 
and “the panels will report their conclusions . . . to the Parties.” 

To meet this request, the Scientific Assessment Panel (SAP), 
the Environmental Effects Assessment Panel, and the Technology 
and Economic Assessment Panel each prepare, every 4 years, 
major assessments that update the state of understanding in their 
purviews. These assessments are made available to the Parties in 
advance of their annual meetings at which they consider amend-
ments and adjustments to the provisions of the Montreal Protocol.

Sequence of Scientific Assessments
The 2022 Assessment is the latest in a series of assessments 

prepared by the world’s leading experts in the atmospheric sci-
ences and under the auspices of the Montreal Protocol in coordi-
nation with the World Meteorological Organization (WMO) and  
the United Nations Environment Programme (UN Environment). 
The 2022 Assessment is the tenth in the series of major assess-
ments that have been prepared by the Scientific Assessment Panel 
as direct input to the Montreal Protocol process. The chronology 
of the ten scientific assessments of ozone depletion, along with 
other relevant reports and international policy decisions, are sum-
marized in Table ES-1.

2022 Assessment Terms of Reference
The terms of reference of the 2022 Assessment for the SAP 

were decided at the 31st Meeting of the Parties to the Montreal 
Protocol in Rome, Lazio, Italy (4–8 November 2019) in their 
Decision XXXI/21 (items 1–3 and 5):

1. To request the Scientific Assessment Panel, the Environmental 
Effects Assessment Panel and the Technology and Economic 
Assessment Panel to prepare quadrennial assessment reports 
and submit them to the Secretariat by 31 December 2022 
for consideration by the Open-ended Working Group and 
the Meeting of the Parties in 2023, and to present a synthe-
sis report by 30 April 2023, noting that the panels should 

continue to exchange information, during the process of de-
veloping their respective reports in order to avoid duplication 
and provide comprehensive information to the parties to the 
Montreal Protocol;

2. To request the assessment panels to bring to the notice of the 
parties any significant developments which, in their opinion, 
deserve such notice, in accordance with Decision IV/13;

3. To encourage the assessment panels to closely involve rele-
vant scientists from Article 5 parties with a view to promoting 
gender and regional balance, to the best of their ability, in 
producing the reports;

5. That the 2022 report of the Scientific Assessment Panel 
should include:

a) An assessment of the state of the ozone layer and its fu-
ture evolution;

b) An evaluation of global and polar stratospheric ozone, 
including the Antarctic ozone hole and Arctic winter/
spring ozone depletion and the predicted changes in 
those phenomena;

c) An evaluation of trends in the top-down derived 
emissions, abundances and fate in the atmosphere 
of trace gases of relevance to the Montreal Protocol 
on Substances that Deplete the Ozone Layer, in par-
ticular controlled substances and other substances of 
importance to the ozone layer, which should include a 
comparison of bottom-up and top-down estimations of 
such emissions with a view to addressing unidentified 
emission sources and discrepancies between reported 
emissions and observed atmospheric concentrations;

d) An evaluation of consistency with reported production 
and consumption of those substances and the likely im-
plications for the state of the ozone layer, including its 
interaction with the climate system;

e) An assessment of the interaction between changes in 
stratospheric ozone and the climate system, including 
possible future policy scenarios relating to ozone deple-
tion and climate impacts;

f) Early identification and quantification, where possible, 
of any other issues of importance to the ozone layer and 
the climate system consistent with the objectives of the 
Vienna Convention for the Protection of the Ozone Layer 
and the Montreal Protocol;

g) An assessment of information and research related to 
solar radiation management and its potential effect on 
the stratospheric ozone layer;

h) Relevant information on any newly detected substances 
that are relevant for the Montreal Protocol.

This document contains information upon which the Parties to the Montreal Protocol on Substances that Deplete the 
Ozone Layer (“The Parties”) will base their future decisions regarding protection of the stratospheric ozone layer and cli-
mate from the production and consumption of ozone-depleting substances (ODSs) and their replacements.

PREFACE

1 Decision XXXI/2: Potential areas of focus for the 2022 quadrennial reports of the Scientific Assessment Panel, the Environmental Effects Assessment Panel and the Technology 
and Economic Assessment Panel
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The Assessment Process
The process of writing the current Assessment started early 

in 2020. The co-chairs of the Scientific Assessment Panel (SAP) of 
the Montreal Protocol (David W. Fahey, Paul A. Newman, John A. 
Pyle, and Bonfils Safari) considered suggestions from the Parties 
regarding experts from their countries who could participate in 
the process. A Scientific Steering Committee (SSC), comprising 
the co-chairs and an ad-hoc international scientific advisory group, 
was formed to suggest authors and reviewers from the world sci-
entific community and to help craft the Assessment outline. As in 
previous Assessments, the participants represented experts from 
the developed and developing world who bring a special per-
spective to the process and whose involvement in the Assessment 
contributes to capacity building. The Authors, Contributors, and 
Reviewers section at the end of this document provides a listing of 
the approximately 230 scientists from 30 countries who contribut-
ed to the preparation and review of the Assessment. 

An initial letter was sent to a large number of scientists and 
policymakers in November 2020 soliciting comments and inputs 
on a draft outline along with suggestions for authors for the 2022 
Assessment. This was followed by revisions to the outline and re-
cruitment of lead authors and co-authors. Revised chapter outlines 
were developed between February and April 2021 through a se-
ries of online meetings of the SSC and lead authors. The chapter 
writing process produced four drafts between August 2021 and 

September 2022 aided by a virtual meeting of the author team 
and SSC in March 2022 and an in-person meeting in July 2022 at 
WMO Headquarters in Geneva, Switzerland. The first drafts of the 
chapters were formally peer-reviewed by over 100 expert review-
ers. The chapters were revised by the author teams based on the 
extensive review comments (numbering over 3500). Review edi-
tors for each chapter provided oversight of the revision process to 
ensure that all comments were addressed appropriately. 

At a meeting in Geneva, Switzerland, held on 25–29 July 
2022, the Executive Summary contained herein was prepared and 
completed by the 74 attendees of the meeting. These attendees 
included the steering committee, chapter lead authors, review 
editors, some chapter co-authors (selected by the chapter leads), 
reviewers (selected by the review editors), and some leading ex-
perts invited by the steering committee. The Executive Summary, 
initially drafted by the Assessment SSC, was reviewed, revised, 
and approved line-by-line. The section of Assessment highlights 
was drafted during the meeting. 

The success of the 2022 Assessment depended on the com-
bined efforts and commitment of a large international team of 
scientific researchers who volunteered their time as lead authors, 
contributors, reviewers, and review editors and on the skills and 
dedication of the assessment coordinator and the editorial and 
production staff, who are listed at the end of this report.

The Final Author Meeting was held in Geneva, Switzerland on 25–29 July 2022. Shown is the iconic Jet d’Eau on Lake Geneva. 

David W. Fahey
Paul A. Newman
John A. Pyle
Bonfils Safari

Co-chairs of the Scientific Assessment 
Panel of the Montreal Protocol



9

Table ES-1. Chronology of scientific reports and policy decisions related to ozone depletion.

Year Policy Decisions Scientific Reports

1981 The Stratosphere 1981: Theory and Measurements. WMO No. 11.

1985 Vienna Convention Atmospheric Ozone 1985. Three volumes. WMO No. 16.

1987 Montreal Protocol

1988 
International Ozone Trends Panel Report 1988.
Two volumes. WMO No. 18.

1989 
Scientific Assessment of Stratospheric Ozone: 1989.
Two volumes. WMO No. 20.

1990 London Adjustment
   and Amendment

1991 Scientific Assessment of Ozone Depletion: 1991. WMO No. 25.

1992 Methyl Bromide: Its Atmospheric Science, Technology, and Economics 
(Montreal Protocol Assessment Supplement). UNEP (1992)

1992 Copenhagen Adjustment
   and Amendment

1994 Scientific Assessment of Ozone Depletion: 1994. WMO No. 37.

1995 Vienna Adjustment

1997 Montreal Adjustment
   and Amendment

1998 Scientific Assessment of Ozone Depletion: 1998. WMO No. 44.

1999 Beijing Adjustment
   and Amendment

2002 Scientific Assessment of Ozone Depletion: 2002. WMO No. 47.

2006 Scientific Assessment of Ozone Depletion: 2006. WMO No. 50.

2007 Montreal Adjustment

2010 Scientific Assessment of Ozone Depletion: 2010. WMO No. 52.

2014 Scientific Assessment of Ozone Depletion: 2014. WMO No. 55.

2016 Kigali Amendment

2018 Scientific Assessment of Ozone Depletion: 2018. WMO No. 58.

2021 Report on Unexpected Emissions of CFC-11. WMO No. 1268.

2022 Scientific Assessment of Ozone Depletion: 2022. GAW No. 278.
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The 1985 Vienna Convention for the Protection of the Ozone 
Layer is an international agreement in which United Nations 
States recognized the fundamental importance of preventing 
damage to the stratospheric ozone layer. The 1987 Montreal 
Protocol on Substances that Deplete the Ozone Layer and its 
succeeding amendments, adjustments, and decisions were sub-
sequently negotiated to control the consumption and produc-
tion of anthropogenic ozone-depleting substances (ODSs) and 
some hydrofluorocarbons (HFCs). The Montreal Protocol Parties 
base their decisions on scientific, environmental, technical, and 
economic information that is provided by their assessment pan-
els. The Protocol requests quadrennial reports from its Scientific 
Assessment Panel that update the science of the ozone layer. 
This Executive Summary (ES) highlights the key findings of the 
Scientific Assessment of Ozone Depletion: 2022, as put togeth-
er by an international team of scientists. The key findings of each 
of the seven chapters of the Scientific Assessment have been 
condensed and formulated to make the ES suitable for a broad 
audience. 

Ozone depletion is caused by human-related emissions of 
ODSs and the subsequent release of reactive halogen gases, 
especially chlorine and bromine, in the stratosphere. ODSs in-
clude chlorofluorocarbons (CFCs), bromine-containing halons 
and methyl bromide, hydrochlorofluorocarbons (HCFCs), car-
bon tetrachloride (CCl4), and methyl chloroform. The substances 
controlled under the Montreal Protocol are listed in the various 
annexes to the agreement (CFCs and halons under Annex A and 
B, HCFCs under Annex C, and methyl bromide under Annex E)2. 
These ODSs are long-lived (e.g., CFC-12 has a lifetime greater 
than 100 years) and are also powerful greenhouse gases (GHGs). 
As a consequence of Montreal Protocol controls, the stratospher-
ic concentrations of anthropogenic chlorine and bromine are 
declining. 

In addition to the longer-lived ODSs, there is a broad class 
of chlorine- and bromine-containing substances known as very 
short-lived substances (VSLSs) that are not controlled under the 
Montreal Protocol and have lifetimes shorter than about 6 months. 
For example, bromoform (CHBr3) has a lifetime of 24 days, while 
chloroform (CHCl3) has a lifetime of 149 days. These substances 
are generally destroyed in the lower atmosphere in chemical re-
actions. In general, only small fractions of VSLS emissions reach 
the stratosphere where they contribute to chlorine and bromine 
levels and lead to increased ozone depletion. 

The Montreal Protocol’s control of ODSs stimulated the 

development of replacement substances, firstly HCFCs and then 
HFCs, in a number of industrial sectors. While HFCs have only a 
minor effect on stratospheric ozone, some HFCs are powerful 
GHGs. Previous Assessments have shown that HFCs have been 
increasing rapidly in the atmosphere over the last decade and 
were projected to increase further as global development con-
tinued in the coming decades. The adoption of the 2016 Kigali 
Amendment to the Montreal Protocol (see Annex F) will phase 
down the production and consumption of some HFCs and avoid 
much of the projected global increase and associated climate 
change. 

Observations of atmospheric ozone are made by instru-
ments on the ground and on board balloons, aircraft, and satel-
lites. This network of observations documented the decline of 
ozone around the globe, with extreme depletions occurring over 
Antarctica in each spring and occasional large depletions in the 
Arctic, and they allowed us to report some indications of recov-
ery in stratospheric ozone in the 2014 and 2018 Assessments. 
The chemical and dynamical processes controlling stratospheric 
ozone are well understood, with ozone depletion being funda-
mentally driven by the atmospheric abundances of chlorine and 
bromine. 

Strong declines in the emissions of ODSs starting in the late 
1980s led to a decline in the abundances of chlorine and bromine 
starting around the turn of the century. As a result, the first indica-
tions of ozone recovery are emerging. In addition to ODSs, model 
simulations demonstrate that stratospheric ozone concentrations 
are also affected by the chemical and climate effects of green-
house gases. In particular, increasing concentrations of the GHGs 
carbon dioxide (CO2) and methane (CH4) during this century will 
cause global ozone levels to increase beyond the natural level 
of ozone observed in the 1960s, primarily because of the cool-
ing of the upper stratosphere and a change of the stratospheric 
circulation. On the other hand, the chemical effect of increasing 
concentrations of nitrous oxide (N2O), another GHG, is to deplete 
stratospheric ozone. 

This 2022 Assessment is the tenth in a series that is provid-
ed to the Montreal Protocol by its Scientific Assessment Panel. 
Completely new to this Assessment is Chapter 6, on the po-
tential effects on ozone of the intentional addition of aerosols 
to the stratosphere, known as stratospheric aerosol injection 
(SAI). SAI has been proposed as a potential method to reduce 
climate warming by increasing sunlight reflection; an unintend-
ed consequence of SAI is that it could also affect stratospheric 

INTRODUCTION

2 Montreal Protocol Handbook, 2018.
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Ozone-depleting substance (ODS)
Here and throughout, the term ozone depleting substances 
(ODSs) refers to gases containing either chlorine or bromine 
that are released to the atmosphere as a result of human 
activity and are controlled under Annexes A, B, C, or E of 
the Montreal Protocol. These include, among others, chlo-
rofluorocarbons (CFCs), carbon tetrachloride (CCl4), methyl 
chloroform (CH3CCl3), halons, methyl bromide (CH3Br) and 
hydrochlorofluorocarbons (HCFCs). These ODSs typically 
have sufficiently long atmospheric lifetimes to reach the 
stratosphere after being emitted at the surface. Methyl bro-
mide is the shortest-lived of the controlled substances and 
has natural and anthropogenic sources. Other substances 
contribute chlorine and bromine to the atmosphere but 
are not controlled under the Montreal Protocol for various 
reasons. 

Ozone depletion potential (ODP) / ODP 
weighting

The ozone depletion potential (ODP) of a substance is a met-
ric for determining the relative strength of that chemical’s 
ability to destroy ozone. The ODP of a substance is defined 
as the ratio of the change in global ozone for a given mass 
emission of the substance to the change in global ozone for 
the same mass emission of CFC-11 (CFCl3). In order to be able 
to compare the potential impact on stratospheric ozone of 
changes in the emissions of different gases, gases are often 
weighted by their ODP and given as “ODP-weighted emis-
sions”, so that the units of these emissions are “Mt CFC-11 
equivalent”. 

Halogenated very short-lived substances 
(VSLSs)

Halogenated very short-lived substances (VSLSs) have at-
mospheric lifetimes less than 0.5 year and yet make a con-
tribution to stratospheric chlorine or bromine levels. As 
short-lived ODSs, a large fraction of VSLS emissions are de-
stroyed in the troposphere, limiting the fraction of emissions 
that reaches the stratosphere and causes ozone depletion. 
VSLS emissions that occur in regions with rapid transport 
to the stratosphere will make an enhanced contribution to 

stratospheric halogen levels. Hence, the ODP of a VSLS is 
generally dependent on assumptions about the emission 
source region and time of the year of the emissions. VSLSs 
are not controlled under the Montreal Protocol.

Equivalent effective chlorine (EECl) and 
equivalent effective stratospheric chlorine 
(EESC)

EECl is a metric for representing ODS levels in the tropo-
sphere. It is calculated based upon the surface atmospheric 
concentrations of individual ODSs, their number of chlorine 
and bromine atoms, and the relative efficiency of chlorine 
and bromine at ozone depleting ozone.  

EESC is, similarly, a metric for representing ODS levels in the 
stratosphere. It is calculated based upon the same three fac-
tors as EECl, as well as accounting for the time required for 
the substances to reach different stratospheric regions and 
break down to release their chlorine and bromine atoms. 
As EESC continues to decrease in response to Montreal 
Protocol provisions, stratospheric ozone is expected to 
increase.

In this Assessment, neither EECl nor EESC include chlorine 
and bromine from very short-lived substances (VSLSs). 

Feedstocks and banks
A “feedstock” is a substance used to synthesize one or 
more other chemicals through a process of chemical 
transformation.

The “bank” of a given substance represents the amount 
of that substance that has been produced, is contained in 
equipment or products, and has not yet been released to 
the atmosphere. Banks include substances contained in re-
frigeration and air conditioning equipment, foams, and fire 
protection systems. Without intervening actions, some frac-
tion of the substances contained will be gradually released 
during the equipment or product’s lifetime, and some will be 
released at or after the end-of-life of equipment or products. 
With an intervention at the end of life, chemicals may be 
collected, stored, and destroyed, thereby preventing their 
release into the atmosphere. All releases to the atmosphere, 
as well as destruction, result in a decrease in the bank size. 

Terminology Used in the Executive Summary

temperatures, circulation and ozone production and destruction 
rates and transport. This new chapter assesses our understanding 
of these effects based on the SAI strategy and under different cli-
mate warming scenarios, as well as identifying sources of uncer-
tainty in these impacts. 

In the other six chapters of this Assessment, many of our 
previous Assessment findings are strengthened and new results 
are presented. A clear message of the 2022 Assessment is that 
the Montreal Protocol continues to be effective at reducing the 
atmospheric abundance of ODSs. 
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Global warming potential (GWP) / GWP 
weighting

The global warming potential (GWP) is a metric for determin-
ing the relative contribution of a substance to climate warm-
ing. GWP is defined as the ratio of the radiative forcing for a 
given mass emission of a substance relative to the same mass 
emission of CO2 summed over a given time period (typically 
20 or 100 years). In this Assessment, a 100-yr time window is 
implied unless otherwise stated. As such, the GWP of CO2 is 
defined to be unity. In order to be able to compare the po-
tential impact on climate of changes in the emissions of dif-
ferent gases, the emissions are often weighted by their GWP 
and given as “GWP-weighted emissions”, so that the units of 
these emissions are “Gt CO2-equivalent”.

Representative concentration pathways 
(RCPs) & shared socioeconomic pathways 
(SSPs)

Representative concentration pathways (RCPs) and shared 
socioeconomic pathways (SSPs) were developed by the 
climate change research community to describe a range of 
plausible societal futures out to the year 2100. SSPs are the 
main scenarios assessed in the 6th Intergovernmental Panel 
on Climate Change (IPCC) reports, replacing the previous 
generation of scenarios, the RCPs. For better comparability 
of the projections using SSPs with projections done for the 
previous IPCC Assessment Report (AR5), we include a de-
scription of the RCPs. Both define a timeline of emissions of 
greenhouse gases (GHGs) expressed in units of GtCO2-eq 
and describe a range of plausible future climate pathways. 

The four RCP pathways, RCP-2.6, RCP-4.5, RCP-6.0, and 
RCP-8.5, are labeled by the approximate radiative forcing at 
2100 (e.g., RCP-2.6 has a global mean radiative forcing from 
GHGs in 2100 of 2.6 W m–2). RCP-2.6 assumes that GHG 
emissions peaked before 2020; RCP-4.5 assumes a peak 
around 2040; RCP-6.0 assumes a peak around 2080; and 
RCP-8.5 assumes no peak before 2100. Each scenario in-
cludes certain socioeconomic assumptions about fossil fuel 
use and other aspects related to GHG emissions and other 
factors that affect climate, such as aerosol emissions and land 
use change. The SSPs adopt similar radiative forcing values 
at 2100 for consistency with the RCPs, but differ in their exact 
composition and emission trajectories. For example, meth-
ane trajectories are quite different between the two scenario 
frameworks.   

Like the RCPs, the SSPs define a timeline of atmospheric 
concentrations of GHGs expressed in units of GtCO2-eq. 
SSPs are developed based on a range of socioeconomic 
development trajectories, coupled with the expected global 
mean radiative forcing from GHGs in 2100. The SSPs include 
scenarios for “Sustainability” (SSP1), “Middle of the Road” 
(SSP2), “Regional Rivalry” (SSP3), “Inequality” (SSP4) and 
“Fossil-fueled Development” (SSP5) pathways. So, for exam-
ple, SSP2-4.5 is a “Middle of the Road” pathway that ends in 
2100 with a radiative forcing of 4.5 W m–2. The SSPs also in-
clude a new very low emissions scenario which is consistent 
with staying below 1.5 °C of warming. Here, projections of 
future ozone abundances are given for the greenhouse gas 
trajectories given in specific SSPs.  
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Changes in tropospheric chlorine and 
bromine over 2016–2020 

• The atmospheric abundances of both tropospheric chlo-
rine (Cl) and bromine (Br), from long-lived ozone-de-
pleting substances (ODSs) controlled under the 
Montreal Protocol, continued to decline (Figure ES-1). 
The observed rate of decline in tropospheric chlorine due to 
substances controlled under the Montreal Protocol was 15.4 
± 4.1 ppt Cl yr–1 (Table ES-2), which is close to the baseline 
projection from the 2018 Assessment.

• Tropospheric chlorine from very short-lived gases, 
whose sources are mainly anthropogenic and which are 
not controlled under the Montreal Protocol, increased 
by 2.1 ± 0.6 ppt Cl yr–1.

• The observed rate of decline in tropospheric bromine 
due to controlled substances was 0.18 ± 0.05 ppt Br 
yr–1, which is close to the baseline projection from the 
2018 Assessment. The majority of this decrease originated 
from decreases in halon abundances.  

Total stratospheric chlorine and bromine 
• Total chlorine entering the stratosphere from con-

trolled and uncontrolled ODSs declined by 420 ± 20 
ppt (11.5%) between the 1993 peak (3660 ppt) and 
2020 (3240 ppt) (Figure ES-2). This long-term decrease 
was largely driven by decreasing abundances of CH3CCl3 and 
CFCs.

• HCl is the major chlorine component in the upper strato-
sphere. Its abundance in this region decreased on aver-
age by 0.5 ± 0.2 % yr–1 during 1997–2020. The long-term 
decrease is consistent with the decline in total chlorine enter-
ing the stratosphere.

• Total bromine entering the stratosphere from con-
trolled and uncontrolled ODSs declined by 3.2 ± 1.2 ppt 
(14.5%) between the 1999 peak (22.1 ppt) and 2020 
(18.9 ppt). This long-term decrease was largely driven by 
decreasing abundances of CH3Br and halon-1211.

• Total stratospheric bromine, as derived from bromine 
monoxide (BrO) observations, has decreased by 0.18 
± 0.04 ppt Br yr –1 (0.8% yr –1) since 2003. This decrease 
is consistent with the decline in total bromine entering in the 
stratosphere. 

CFC-11
• Global CFC-11 emissions declined after 2018, dropping 

to 45 ± 10 Gg in both 2019 and 2020. This drop sug-
gests the elimination of most of the unexpected emis-
sions occurring in the years after 2012 (Figure ES-3).

• A large fraction of the unexpected emissions originated 
from eastern China. This finding is based on available re-
gional observations from multiple sites. The decline of CFC-11 
emissions from eastern China since 2018 explains 60 ± 30% 
of the observed global emission decrease.

CFC-12
• Global CFC-12 abundances continued to decrease 

during 2016–2020. Estimates of global CFC-12 emissions 
were 33 ± 21 Gg yr–1 in 2016 and 25 ± 20 Gg yr–1 in 2020. 

• CFC-12 emissions from eastern China decreased from 
3.3 ± 1.4 Gg yr–1 in 2016 to 0.5 ± 0.5 Gg yr–1 in 2019. 
This decrease is likely associated with the decline in CFC-11 
production.

Our confidence in the achievements of the Montreal Protocol continues to be based on sustained networks of mea-
surements of long-lived source gas abundances covering several decades. These measurements allow the determination 
of global abundances, their interhemispheric differences and their trends. The data allow us to derive emissions that can 
be compared with emissions derived from data reported to the UN Environment Programme, when combined with lifetime 
information and atmospheric modelling. 

ABUNDANCES AND TRENDS IN 
OZONE-DEPLETING SUBSTANCES (ODSs)

1
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Other CFCs
• Global abundances of CFC-13, CFC-112a, CFC-113a, CFC-

114a, and CFC-115 increased from 16.0 ± 0.3 ppt in 2016 
to a total of 17.2 ± 0.3 ppt ppt Cl in 2020. These chang-
es suggest stable or increasing emissions. Atmospheric 
observations confirm that eastern Asia is a substantial source 
region. 

Carbon tetrachloride (CCl4)
• The atmospheric abundance of CCl4 continued to de-

crease at slower rates than expected, which could be 
due to underestimated emissions from feedstock pro-
duction and usage. Global CCl4 emission estimates based 
on atmospheric observations are now more accurate than in 
the last Assessment due to an improved lifetime estimate, and 
were on average 44 ± 15 Gg yr–1 in both 2016 and 2020. 

• Emissions of CCl4 in eastern China over the period 
2013–2019 show year-to-year variability likely relat-
ed to CFC-11 production. Emissions increased after 2013, 
reaching 11.3 ± 1.9 Gg yr–1 in 2016, and decreased to 6.3 ± 
1.1 Gg yr–1 in 2019.  

Hydrochlorofluorocarbons (HCFCs)
• Tropospheric chlorine from HCFCs has continued to in-

crease, reaching 320 ± 3 ppt in 2020. The annual average 
growth rate of chlorine from HCFCs decreased from 5.9 ± 1.3 
ppt yr–1 reported in the 2018 Assessment to 2.5 ± 1.0 ppt yr–1 
during 2016–2020. 

• Global emission estimates of HCFC-22 show evidence 
of a decline in 2020 after a period of relatively constant 
emissions. HCFC-142b emissions continued to decline, 
and HCFC-142b abundances have started to decrease. 
In contrast, HCFC-141b as well as several low-abun-
dance HCFCs (HCFC-31, HCFC-124, HCFC-133a, and the 
newly detected HCFC-132b) show stable or increasing 
emissions. 

Halons and methyl bromide (CH3Br)
• Bromine from halons has decreased from a peak of 8.5 

± 0.1 ppt in 2006 to 7.3 ± 0.1 in 2020. Halon-1211, halon-
2402, and halon-1202 abundances continued to decline 
between 2016 and 2020. The rate of change of halon-1301 
remained indistinguishable from zero. In 2020 it was the most 
abundant halon in the atmosphere. 

• Methyl bromide (CH3Br) abundances have varied annu-
ally between 6.5 ppt and 6.9 ppt during 2016–2020 
with no clear overall trend. Most anthropogenically pro-
duced CH3Br has been phased out except for quarantine and 
pre-shipment (QPS) fumigation, leaving natural emissions as 
the dominant source. Reported QPS consumption has been 
relatively stable for more than two decades.

Halogenated very short-lived substances 
(VSLS)

• Dichloromethane (CH2Cl2), the main component of VSLS 
chlorine, continued to increase between 2016 and 2020 
with a slightly lower growth rate than prior to 2016. This 
increase primarily results from growing CH2Cl2 emissions in 
Asia. 

• Tropospheric chlorine based on measurements of VSLS 
source gases increased by about 10 ppt between 2016 
and 2020. The estimated input of chlorine from VSLSs to the 
stratosphere also increased by about 10 ppt and amounts to 
130 ± 30 ppt in 2020, contributing about 4% of the total chlo-
rine input (Figure ES-2).

• Chlorinated VSLSs contribute 4% to the total strato-
spheric chlorine input in 2020 (Figure ES-2). The VSLS 
chlorine input is estimated as 130 ± 30 ppt in 2020 compared 
to 120 ± 40 ppt in 2016.

• Brominated VSLSs, with mainly natural sources, con-
tribute 5 ± 2 ppt to stratospheric bromine and show no 
long-term changes. 

Figure ES-1. Timeline of: a) CFC-11-equivalent emissions, b) equivalent effective chlorine (EECl), c) global total ozone, 
and d) October Antarctic total ozone.  Annual CFC-11-equivalent emissions are computed for the ODSs shown in the legend by 
multiplying mass emissions of a substance by its ODP (panel a). Historical emissions are derived from the measured atmospheric 
abundances of individual ODSs. The future projections of emissions assume full compliance with the Montreal Protocol and use 
standard methodologies based on reported production, inventory estimates of the banks, and release rates. The annual abun-
dances of EECl, shown for the global surface, are based on surface abundances (measured or derived from projected emissions 
and lifetimes) of the chlorine- and bromine-containing substances (panel b). The bromine abundances are weighted by a factor of 
65 to account for the greater efficiency of bromine in ozone destruction reactions in the atmosphere. Global total column ozone 
represents an annual average over 60°N to 60°S latitudes (panel c) and Antarctic total column ozone represents an October 
average over 70°S to 90°S latitudes (panel d). Panels (c) and (d) include a comparison of chemistry-climate model results (black 
lines with gray shadings indicating uncertainty ranges) and available observations (purple lines). The chemistry-climate model 
projections assume compliance with the Montreal Protocol and an increase in greenhouse gases following either the SSP1-2.6 
(low climate forcing), SSP2-4.5 (medium climate forcing), or SSP3-7.0 (high climate forcing) scenario, which diverge in 2014. In 
panel (b),the white line with an arrow marks when EECl returns to its 1980 value. The uncertainty shown in panels (c) and (d) rep-
resents the 1-sigma standard deviation about the multi-model mean (MMM), either added to the SSP3-7.0 MMM (upper limit) or 
subtracted from the SSP1-2.6 MMM (lower limit).  [Data sources are: panel (a) mixing ratios in Figure 7-5 and Table 7-6 and ODPs 
and lifetimes in Table A-1; panel (b) following Figure 7-5 and Table 7-6 with an alpha factor of 65; panel (c) Figure 3-24; and panel 
(d) Figure 4-24.]
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• New evidence suggests that iodine from mostly natural 
sources is entrained into the stratosphere, contributing 
0.3–0.9 ppt VSLS iodine in particulate or gas-phase 

form. No observational trend estimates exist.

Other gases that influence stratospheric 
ozone and climate

• Three major greenhouse gases—CH4, N2O, and CO2—cause 
changes in stratospheric chemistry and dynamics that can 
affect O3. An increase in N2O depletes ozone, and increases 
in CH4 and CO2 tend to increase global stratospheric column 
ozone. These gases have increased over the industrial 
era and continue to increase, and are thus additional 
factors, beyond ODSs, that control stratospheric O3 
trends. 

• Anthropogenic N2O emissions in 2020, when expressed 
as a CFC-11-equivalent, were more than two times the 

ODP-weighted emissions from all CFCs in that year, and 
more than 20% of the CFC emissions in 1987, when the 
latter were at their peak. 

• The abundances of many non-ODS, non-HFC, highly flu-
orinated substances (e.g., SF6, perfluorocarbons, SO2F2, 
NF3) have continued to increase. While these species do 
not deplete ozone, they are very strong greenhouse gases 
with long atmospheric residence times. Total direct radiative 
forcing due to anthropogenic emissions from these species 
increased from 0.013 W m–2 in 2016 to 0.014 W m–2 in 2020.

• Decarbonization of the fossil fuel industry through a 
transition to molecular hydrogen (H2) could lead to large 
increases in atmospheric H2. Estimates from the few ex-
isting studies point to relatively small impacts of H2 on 
future global stratospheric ozone. Global abundances of 
H2 increased by about 70% since preindustrial times and have 
varied between 530 and 550 ppb since the late 20th century. 
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Figure ES-2. Chlorine and bromine input to the stratosphere for a reference year (1993 for chlorine and 1999 for 
bromine) and for 2020, for different species and classes of compounds. The reference year is the year of maximum chlorine 
or bromine loading of the troposphere. Mole fractions of long-lived gases were mostly derived from surface observations from 
global networks (AGAGE and NOAA), except for CH3Cl before 1995, when observations from both networks were unavailable 
and values were filled with the simulations from the scenario A1 of the previous Ozone Assessment, which are based on 
measurements of firn air. The VSLS contributions for bromine are included as a constant 5 ppt, as in previous Assessments. The 
VSLS chlorine contribution is based on the VSLS input from a model constrained by observed surface boundary conditions. Total 
VSLS Cl input derived in this way is 80 ppt in 1993 and 130 ppt in 2020. For chlorine, HCFCs include HCFC-22, HCFC-141b, and 
HCFC-142b; “other” includes contributions from minor CFCs (CFC-13, CFC-112, CFC-113a, CFC-114+CFC-114a, and CFC-115) 
and halon-1211. For bromine, “other halons” is the sum of bromine contained in halon-1202 and halon-2402. Methyl chloride is 
counted as having purely natural sources, despite some indications of anthropogenic contributions. The contribution of natural 
sources to CH3Br mole fractions was estimated as a constant 5.5 ppt, based on the published firn air and ice core measurements, 
whereas the anthropogenic contribution was estimated by the global surface mole fractions measured by AGAGE and NOAA 
minus 5.5 ppt. [See also Figure 1-15]
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Table ES-2. Contributions of ODSs controlled under the Montreal Protocol to tropospheric chlorine and bromine in 2020, 
and annual average trends between 2016 and 2020. 

Contribution to 
tropospheric chlorine and 

bromine in 20203 (ppt Cl/Br)

Changes in tropospheric chlorine 
and bromine (ppt Cl or Br per year) 

from 2016 to 2020

Controlled chlorine substances by group

Chlorofluorocarbons (CFCs) 1925 −12.9 ± 2.0

Methyl chloroform (CH3CCl3)  4.2 −0.90 ± 0.04

Carbon tetrachloride (CCl4) 308 −3.8 ± 1.0

Hydrochlorofluorocarbons (HCFCs) 319 +2.5 ± 0.4

Halon-1211 3.16 −0.1 ± 0.02

Total chlorine from controlled substances 2560 −15.1 ± 2.4

Controlled bromine substances by group

Halons 7.3 −0.11 ± 0.02

Methyl bromide (CH3Br)4 6.6 −0.07 ± 0.02

Total bromine from controlled substances 13.9 −0.18 ± 0.05

3 Values are annual averages.
4 Some anthropogenic uses of CH3Br are exempted from Montreal Protocol controls, and CH3Br has natural sources, 
which results in a natural background concentration.
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Figure ES-3. CFC-11 global emissions 
and reported production. Shown are 
emissions of CFC-11 derived from AGAGE 
(Advanced Global Atmospheric Gases 
Experiment; red) and NOAA (National 
Oceanic and Atmospheric Administration; 
blue) global network measurements of 
CFC-11 abundances (see also Figure 1-3 
of the Assessment) and a model using a 
CFC-11 lifetime of 52 years. Also shown 
is the production history reported to the 
UN Environment Programme for all uses 
(green), the average of annual emissions 
over the 2002–2012 period (horizontal 
purple line) extended to 2020 (dashed 
purple line), and scenario projections 
based on observations through 2006 or 
through 2012 (grey dotted and dashed 
lines). These emission projections are cal-
culated using standard methodologies 
based on reported production, inventory 
estimates of the bank, and an empirically 
determined release fraction from the bank 
over the seven years before 2006 or 2012, 
which is then applied to subsequent years 
(see Chapters 1 and 7). Uncertainties in emissions, shown as vertical lines on the data points, include the influence of measure-
ment and model representation uncertainties, and do not include the influence of dynamical variability. The uncertainties are 
smaller than those presented in Figure 1-3, because uncertainties related to factors constant across the whole time period, such 
as lifetimes and calibration scale, have been omitted.



Executive Summary

20

Observed HFC abundances and associated 
emissions

• Global atmospheric abundances and emissions of most 
HFCs are increasing. CO2-equivalent emissions of HFCs de-
rived from observations increased by 18% from 2016 to 2020.

• Global HFC emissions derived from atmospheric ob-
servations are larger than those reported by Annex I 
Parties to UNFCCC. The gap between these estimates 
has grown since the previous Assessment. In 2019, 
Annex I UNFCCC reporting accounted for approximately one 
third of the global total emissions derived from atmospheric 
observations.

• It is not possible to attribute a substantial fraction of 
global HFC emissions to individual countries due to 
limitations in the global monitoring networks and re-
porting. Observationally based emission estimates are 
available for some non-Annex I countries. When these are 
added to UNFCCC Annex I reports, around 40% of global 
total CO2-equivalent emissions (excluding HFC-23) remain 
unexplained. 

• Global emissions of HFC-23 derived from atmospheric 
observations increased since the previous Assessment, 
inconsistent with new information suggesting a 
substantial rise in abatement independent of Kigali 
Amendment controls. The estimated global emissions of 
HFC-23 were 17.2 ± 0.8 kt yr–1 in 2019. This value is substan-
tially higher than the emissions of 2.2 kt yr–1 in that year derived 
from activity-based estimates. These activity-based estimates 
are derived from UNFCCC emission reports, information on 

production and abatement submitted under the Montreal 
Protocol, and the estimated effect of national regulations.

• Observational evidence suggests that changes are 
occurring in the use of certain HFCs and their replace-
ments, HFOs (hydrofluoroolefins), because of national 
regulations, market developments, and actions related 
to the implementation of the Kigali Amendment. 

 º The 2017–2019 CO2-eq. emissions of HFCs are approx-
imately 20% lower than those projected in the scenario 
without national regulations or the controls of the Kigali 
Amendment. 

 º HFOs are increasing in the atmosphere, consistent with 
their increasing use in place of HFCs. Measurements 
show that atmospheric background abundances of two 
HFOs at one central European site have increased by an 
order of magnitude from 2016 to 2020.

• The formation in the atmosphere of trifluoroacetic acid 
(TFA) is expected to increase in the coming decades due 
to increased use of HFOs and HCFOs. TFA, a breakdown 
product of some HFCs, HCFCs, HFOs and HCFOs, is a per-
sistent chemical with potential harmful effects on animals, 
plants, and humans. The concentration of TFA in rainwater 
and ocean water is, in general, significantly below known tox-
icity limits at present. Potential environmental impacts of TFA 
require future evaluation due to its persistence.

Projections of HFCs and temperature contri-
butions

• Since the previous Assessment, updated projections 

Hydrofluorocarbons (HFCs) do not contain ozone-depleting chlorine or bromine. Similar to long-lived CFCs and HCFCs, 
some HFCs have high global warming potentials. The Kigali Amendment to the Montreal Protocol, which was adopted in 
2016 and came into force in 2019, sets schedules for the phase-down of production and consumption of specific HFCs. The 
radiative forcing due to HFCs is currently small, and the Kigali Amendment was designed to avoid uncontrolled radiative 
forcing growth in coming decades. HFCs were included as one group within the basket of gases of the 1997 Kyoto Protocol 
and as a result some countries supply annual emission estimates of HFCs to the United Nations Framework Convention on 
Climate Change (UNFCCC). The Kigali Amendment initiated additional reporting of production and consumption of HFCs 
and the emissions of HFC-23. HFC-23 is considered separately primarily because it is emitted to the atmosphere largely as 
a by-product of HCFC-22 production. This reporting will become more complete as more Parties ratify this Amendment.

HYDROFLUOROCARBONS (HFCs)
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have been made of HFC emissions assuming adherence 
to the Kigali Amendment (excluding HFC-23). The pro-
jected emissions and the associated radiative forcing 
and temperature change are smaller than estimated 
previously. The revised projections are based on extend-
ed atmospheric observations from 2014 to 2020, updated 
UNFCCC national emission inventory reports, updated activ-
ity data from Annex I countries, and new consumption data 
from some non-Annex I countries.

• Concerted efforts to improve the energy efficiency of 
refrigeration and air conditioning equipment could lead 
to reductions in greenhouse gas emissions of the same 
order as those from the global implementation of the 
Kigali Amendment. These estimated benefits of improving 
energy efficiency are highly dependent on the greenhouse 
gas emission rate from power generation and the pace of de-
carbonization in the energy sector.

• Following the controls of the Kigali Amendment, HFC 
emissions (excluding HFC-23) in 2050 are projected to 
be 0.9–1.0 Gt CO2-eq. yr–1 in the updated 2022 Kigali 
Amendment scenario, compared to 4.0–5.3 Gt CO2-
eq yr–1 in the 2018 scenario without control measures 
(Figure ES-4). The corresponding radiative forcing in 2050 
due to HFCs is 0.09–0.10 W m–2 with adherence to the Kigali 
Amendment, compared to 0.22–0.25 W m–2 without control 
measures. Annual average surface warming from HFCs is ex-
pected to be 0.04 °C in 2100 under the updated 2022 Kigali 
Amendment scenario, compared to 0.3–0.5 °C without con-
trol measures.

• Emissions of HFC-23 are expected to grow in the coming 
decades unless abatement during HCFC-22 production 
is increased. This growth is based on an anticipated contin-
ued increase in HCFC-22 production, primarily for feedstock 
use, which is allowed under the Montreal Protocol. 

Figure ES-4. HFC emissions (left) and their impact on global average surface temperature (right).  Shown is a scenario 
without global HFC control measures (the ‘baseline’ scenario from the 2018 Assessment, blue area) and the 2018 and 2022 sce-
narios assuming full compliance with the Kigali Amendment (orange and pink, respectively). Also shown is a scenario assuming 
that the global production of HFCs ceased in 2020 (black dashed line).  For comparison, the total warming from all greenhouse 
gases is projected to be 1.4 °C to 4.4 °C by the end of the 21st century, relative to 1850–1900, following IPCC (2021) projections. 
The contribution from HFC-23 emissions is not included here. 
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Antarctic and Arctic ozone
• Recovery of Antarctic stratospheric ozone continues to 

progress. New results since the 2018 Assessment support 
the findings reported at that time that the Antarctic ozone 
hole has generally diminished in size and depth since the 
year 2000. New analyses provide additional evidence that 
September is the period when stratospheric ozone over 
Antarctica shows the largest sensitivity to decreasing ODSs, 
and when Antarctic ozone recovery rates are the strongest 
and the most statistically significant.

• Antarctic ozone holes observed between 2019 and 
2021 exhibited substantial variability in size, strength, 
and longevity. This behavior is largely dynamically driv-
en, is consistent with our understanding, and does not 
challenge the evidence for the emergence of recovery. 
The 2019 ozone hole was the smallest since 2002. In contrast, 
both 2020 and 2021 had relatively large and long-lasting late-
spring ozone holes.

• In the Arctic, observed trends in ozone remain small 
compared to the large year-to-year variability. This 
precludes the identification of a statistically significant 
trend in Arctic ozone over the 2000–2021 period.

• Arctic total ozone reached exceptionally low values 
in spring 2020. A very stable, cold, and long-lived strato-
spheric polar vortex enabled halogen-catalyzed chemical 
ozone loss that exceeded the previous record-breaking loss 
observed in spring 2011. The strong vortex also inhibited 
dynamical replenishment of polar ozone. The evolution of 

high-latitude ozone in 2020 is successfully reproduced by 
model simulations, further substantiating our understanding 
of polar ozone chemistry. 

Global ozone

Changes to date in total column ozone
• Aggregated ground- and space-based observations 

indicate an increase of 0.3% decade–1 (with a 2-sigma 
uncertainty of at least ±0.3% decade–1) in near-global 
(60°S–60°N) total column ozone over the 1996–2020 
period. This trend is consistent with model simulations and 
our scientific understanding of the processes controlling 
ozone. Over the same period, trends over broad latitude 
bands are as follows:

 º Southern Hemisphere mid-latitude (35°S–60°S), total 
column ozone has increased (0.8 ± 0.7% decade–1). 

 º Northern Hemisphere mid-latitudes (35°N–60°N), 
total column ozone trends are negligible (0.0 ± 0.7% 
decade–1).

 º Tropical (20°S–20°N) total column ozone shows no clear 
trend (0.2 ± 0.3% decade–1), likely because lower strato-
spheric ozone is decreasing while tropospheric ozone is 
increasing, both unrelated to changes in ODSs. 

The latitudinal pattern of these total column ozone trends is 
largely consistent with our scientific understanding and is re-
produced in the latest set of chemistry-climate models.

The Montreal Protocol and its Amendments and Adjustments have been effective in decreasing the abundance of 
ODSs in the atmosphere. The clearest signs of corresponding ozone recovery are seen in the upper stratosphere and in 
the Antarctic lower stratosphere in spring. ODS-related ozone recovery is difficult to detect in other regions due to large 
natural variability and confounding factors, such as climate change and changes in tropospheric ozone. In the Arctic, for 
example, severe ozone loss occurs only under cold stratospheric conditions (e.g., in spring 2011 and most recently in spring 
2020). An Arctic ozone trend is difficult to detect given the much larger variability than in the Antarctic. Episodic volcanic 
eruptions and, recently, intense wildfires can increase stratospheric aerosol substantially and hence have the potential to 
perturb stratospheric ozone. The effects of the Australian wildfires of 2019/2020 and of the large Hunga Tonga-Hunga 
Ha’apai volcanic eruption in 2022 on ozone are not assessed here and are an area of active research. Ozone in the tropi-
cal lower stratosphere shows little response to changes in ODSs, because halogen-driven ozone depletion is comparative-
ly small in this region.

STRATOSPHERIC OZONE
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• Present day (2017–2020) total column ozone as mea-
sured from space-based and ground-based observa-
tions remains lower than the 1964–1980 average, by

 º about 2% for the near global average (60°S–60°N)

 º about 4% in the Northern Hemisphere mid-latitudes 
(35°N–60°N)

 º about 5% in the Southern Hemisphere mid-latitudes 
(35°S–60°S)

 º about 1% in the tropics (20°S–20°N).

Within uncertainties associated with natural variability and in-
strumental accuracy, these values are essentially the same as 
given in the previous Assessment for the 2014–2017 average. 

Changes to date in vertically resolved ozone
Vertically resolved trends (Figure ES-5) are very similar to 

those given in the last Assessment. With longer records and up-
dates to merged datasets, uncertainties have been reduced. 

• Measurements show unambiguous increases in upper 
stratospheric ozone for 2000–2020 outside of the polar 
regions. Positive trends have a range of 1.5–2.2% decade–1 at 
mid-latitudes in both the Northern and Southern Hemispheres 
and 1.1–1.6% decade–1 in the tropics.

• Upper stratospheric ozone increases are due to a com-
bination of decreases in ozone-depleting substances 
and decreases in stratospheric temperature driven by 

increases in CO2. New model simulations reaffirm this find-
ing from the 2018 Assessment.

• There are multiple lines of evidence from both observa-
tions and models for a small, though uncertain, decrease 
(1–2% decade–1, with uncertainty up to ±5% decade–1) 
in tropical lower stratospheric ozone over 2000–2020. 
This decrease is consistent with climate change-driven accel-
eration of the large-scale circulation and has a small impact 
on total column ozone. Chemical ozone loss from chlorine 
and bromine is comparatively minor in the tropical lower 
stratosphere. 

• Observations suggest small decreases in lower strato-
spheric ozone in the mid-latitudes of both hemispheres 
for 2000–2020, while chemistry-climate model simula-
tions suggest small increases. Ozone in mid-latitudes has 
large year-to-year variability; thus trends have large uncer-
tainties, and they are not robust across all datasets and mod-
els. The observed decrease is more evident in the Northern 
Hemisphere.

• Outside of polar regions, attribution of total column 
ozone trends during the period of slow ODS decline 
requires knowledge of changes in ozone in both the tro-
posphere and stratosphere. For instance, there is evidence 
that the lack of a change in total column ozone in the tropics 
reflects an increase in tropospheric ozone that compensates 
for the ozone decrease in the tropical lower stratosphere.
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Figure ES-5.  Ozone trends in the stratosphere from 2000 to 2020 for three latitude bands.  Ozone trends derived from 
satellite observations (thick magenta lines, with uncertainty ranges given by thin magenta lines) are compared to trends from 
chemistry-climate models (black lines, with uncertainty ranges given by the grey envelopes). The largest increase has occurred 
in the upper stratosphere across all three regions, where observations and models are in best agreement. The maximum positive 
trend of about 2% per decade occurs near 40 km altitude. Uncertainties in the trends become larger below 25 km, where obser-
vations in the mid-latitudes suggest a decrease while models suggest an increase. [See also Figures 3-11 and 3-12]
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Future ozone changes
As reported in the last Assessment, the key drivers of future 

stratospheric ozone levels continue to be declining ODSs cou-
pled with CO2-driven cooling in the upper stratosphere and a 
strengthening of the Brewer-Dobson circulation. Total column 
ozone will also be affected by changes in the tropospheric ozone 
burden.

• New estimates for the year of return of total column 
ozone outside of polar regions to 1980 values are 
broadly consistent with the last Assessment. Also simi-
lar to the 2018 Assessment, these modeled return dates 
vary considerably depending on the assumed future 
greenhouse gas scenario. Total column ozone returns to 
1980 values sooner for scenarios that assume larger emissions 
of greenhouse gases than scenarios with smaller greenhouse 
gas emissions. Broadly, the return dates for a middle-of-
the-road (SSP2-4.5) scenario are consistent with previous 
Assessments:

 º around 2040 for near global mean (60°S–60°N) annually 
averaged column ozone;

 º around 2045 for Southern Hemisphere (60°S–35°S) an-
nually averaged column ozone; and 

 º around 2035 for Northern Hemisphere (35°N–60°N) 
annually averaged column ozone.

• For scenarios that assume strong reductions in the emis-
sion of tropospheric ozone precursors, the resulting 
reductions in tropospheric ozone can be important for 
total column ozone trends. Under such scenarios, total 
column ozone in the tropics is projected to remain below 
the 1980 values until at least 2100. As discussed in the last 
Assessment, tropical total column ozone under high green-
house gas (GHG) scenarios will be below 1980 values in 2100 
due to circulation-driven changes affecting lower stratospher-
ic ozone.

• The Antarctic ozone hole is expected to gradually close, 
with springtime total column ozone returning to 1980 
values shortly after mid-century (about 2065). Updated 

chemistry-climate model projections suggest that ozone hole 
recovery may depend on the future climate change scenario, 
with projections of return around 2050 for the low climate 
change mitigation scenarios. This sensitivity of Antarctic re-
covery to climate change scenario differs from the findings in 
previous Assessments and may be due to the use of a small-
er number of updated models, as well as the models being 
forced with different evolutions of GHGs.

• Arctic springtime total ozone is expected to return to 
1980 values slightly before mid-century (about 2045). 
Substantial Arctic ozone loss will occur in cold winters/
springs as long as ODS concentrations are well above natural 
levels. While dynamical changes associated with increasing 
GHGs lead to an earlier recovery of Arctic ozone, increasing 
stratospheric water vapor abundances and CO2-driven cool-
ing of the lower stratosphere may increase the potential for 
the formation of polar stratospheric clouds in dynamically un-
disturbed Arctic winters, leading to ozone loss.

• The unreported production of CFC-11 over 2012–2019 
is estimated to delay polar ozone return to 1980 values 
by up to 3 years. For global total column ozone, the delay is 
about 1 year.

• Exceptional events can temporarily perturb chemi-
cal and dynamical processes that affect stratospheric 
ozone amounts. Since the last Assessment, these include 
the 2019/2020 wildfires in Australia, the eruption of the 
Hunga Tonga-Hunga Ha’apai volcano, and disruptions to the 
quasi-biennial oscillation of the tropical winds. In particular, 
intense wildfires have become more frequent. Their potential 
impacts on the stratosphere are not yet well quantified and 
are a subject of active research.

• The impending loss of vertically resolved, global space-
borne measurements of ozone-related atmospheric 
constituents (e.g., reactive chlorine, water vapor, and 
long-lived transport tracers) will impede the ability to 
monitor and explain changes in the stratospheric ozone 
layer in the future.
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Stratospheric ozone has a wide-ranging influence on the Earth system. Antarctic ozone depletion caused an expan-
sion of the tropics and a poleward shift of the jet stream and storm tracks in the Southern Hemisphere that lead to pro-
nounced changes in summertime surface climate, as summarized in the previous Assessments. Continuing ozone recovery 
and increases in atmospheric greenhouse gas (GHG) concentrations will be key drivers of future Southern Hemisphere 
climate changes. The relative importance of ozone recovery for future Southern Hemisphere climate will depend on the 
magnitude and rate of atmospheric GHG concentration changes.

Evolution of stratospheric climate  
• The estimated rate of long-term cooling in the global 

middle and upper stratosphere (0.6 K decade–1) is simi-
lar to previous Assessments. The evolution of stratospheric 
temperatures continues to follow the behavior expected from 
the well understood effects of natural and anthropogenic forc-
ings. The long-term trends are primarily driven by changing 
CO2 and stratospheric ozone. Global temperature in the lower 
stratosphere has been near constant since the late 1990s.

• In the future, increasing GHGs and the effects of ozone 
recovery would have opposing effects on stratospheric 
temperature and circulation. For a moderate GHG emis-
sion scenario (RCP6.0), stratospheric cooling and the accel-
eration of the global stratospheric transport circulation (the 
Brewer-Dobson Circulation) driven by increasing GHGs dom-
inate over opposing effects from ozone recovery.  Under both 
moderate (RCP4.5/SSP2-4.5) and high emission (RCP8.5/
SSP5-8.5) scenarios, the delayed breakdown of the austral 
springtime polar vortex that was driven by ozone depletion in 
the late 20th century will persist due to the effect of increasing 
GHGs. 

Influence on tropospheric and surface climate
• New evidence suggests that ozone recovery has 

caused changes in the observed trends of the Southern 
Hemisphere atmospheric circulation between the 
ozone depletion and recovery periods. Model simulations 
support the attribution of these changes to ozone recovery. 
These results provide evidence that Southern Hemisphere 
circulation trends have responded to the recovery of Antarctic 
ozone due to the Montreal Protocol (see Figure ES-6).

• While there are no detectable surface impacts of long-
term Arctic ozone changes, new evidence shows that 

for individual years low springtime Arctic ozone can 
amplify existing stratospheric circulation anomalies and 
their influence on tropospheric circulation and surface 
climate.

Influence on the Southern Hemisphere ocean 
and cryosphere

• New evidence confirms that ozone depletion is unlikely 
to have driven the observed high-latitude sea-surface 
temperature cooling and changes in Antarctic sea ice 
since 1979. There is no robust link between ozone depletion 
and net Southern Ocean carbon uptake, which exhibits large 
decadal variations. 

Radiative forcing from past ODS, HFC, and 
stratospheric ozone changes 

• The calculated total direct radiative forcing due to CFCs, 
HCFCs, halons, CCl4 and CH3CCl3 decreased by 0.006 W 
m–2 since 2016 and was 0.337 W m–2 in 2020. This forcing 
is approximately 16% of the radiative forcing of CO2. CO2-
equivalent emissions (in Gt CO2-eq yr–1) in 2020 were, for spe-
cies where estimates are available, 0.7 ± 0.4  for CFCs, 0.7 ± 
0.1 for HCFCs, 0.09 ± 0.03 for CCl4 and CH3CCl3 combined, 
and 0.02 ± 0.01 for halons.

• The best estimate of radiative forcing from stratospher-
ic ozone changes over 1850–2011 is –0.02 W m–2, with 
an uncertainty of ± 0.13 W m–2. Hence, the combined ra-
diative forcing from ODSs and historical stratospheric ozone 
changes is positive (around 0.3 Wm–2), consistent with previ-
ous Assessments.

• Radiative forcing from measured HFCs continues to in-
crease. The radiative forcing due to the HFCs reached 0.044 
± 0.006 W m–2 in 2020, an increase of around one-third since 

STRATOSPHERIC OZONE CHANGE 
AND ITS INFLUENCE ON CLIMATE
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Southern Hemisphere Circulation Changes
During Ozone Depletion and Recovery
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Figure ES-6.  Antarctic ozone recovery has caused changes in the observed trends of the Southern Hemisphere atmospheric 
circulation between the ozone depletion and recovery periods (see Figure ES-1 panel d). Shown are the positions (in latitude) of 
a) the Southern Hemisphere midlatitude jet and b) Hadley Cell edge, which indicates the poleward extent of the subtropical dry 
zone, in austral summer (December–February). Solid lines are 3-year running means derived from four different meteorological 
reanalyses. The dashed lines are piece-wise linear trends computed over the two periods 1980–2000 and 2000–2017. [Figure 
adapted from Figure 5-14].

2016. The most important contributor to HFC radiative forcing 
was HFC-134a (44%), and HFC-125 (18%) overtook HFC-23 
(15%) as the second largest contributor. Together, the HFCs 
represent approximately 2% of the radiative forcing of CO2. 
Total CO2-equivalent emissions in 2020 were 1.22 ± 0.05 Gt 
CO2-eq yr–1.

Climate impacts of the control of ODSs by the 
Montreal Protocol

• New studies support previous Assessments that the de-

cline in ODS emissions due to the implementation of the 
Montreal Protocol avoids an additional global warming 
of approximately 0.5–1 K by mid-century compared to 
an extreme scenario with an uncontrolled increase in 
ODSs of 3–3.5% per year and the resulting changes in 
ozone.  New evidence suggests an additional avoided warm-
ing by mid-century due to prevention of UV radiation damage 
to the terrestrial carbon sink, as such damage would cause 
additional CO2 to remain in the  atmosphere.
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• Stratospheric Aerosol Injection (SAI) has the potential to 
reduce global mean temperatures. However, SAI can-
not fully offset the widespread effects of global warm-
ing and produces unintended consequences, including 
effects on ozone. Details of these effects depend on the 
specifics of the SAI scenario and SAI injection strategy.

 º In different SAI scenarios, the modeled effects of SAI on 
future ozone depend on the specific details of future cli-
mate change, and on the amount, timing and duration of 
SAI applied. Offsetting an ever-increasing global warm-
ing with an ever-increasing SAI (“strong SAI”) has been 
shown to lead to increasing environmental risks. 

 º In a world with limited mitigation of greenhouse gas 
emissions, global mean temperatures continue to in-
crease significantly in the future (Figure ES-7, black line). 
This future warming would be reduced by aggressive 
decarbonization (orange line). An SAI peakshaving sce-
nario offsets the overshoot of surface temperature above 
a certain threshold until greenhouse gases have been 
reduced (purple line). 

 º Different SAI strategies, such as the altitude and latitude 
of injection, and type of material, have been developed 
to mitigate some of the unintended climate impacts of 
SAI. In modelling studies, the principal injected material 
is sulfur. Different strategies would have different effects 
on stratospheric ozone. 

• Model simulations of SAI reveal large differences in 
surface cooling per unit sulfur injected, which are at-
tributed to differences in representing key processes. 
Explosive volcanic eruptions serve as natural analogs to 
aid evaluation of these models.

 º Very few Earth System Models resolve complex strato-
spheric processes, including detailed aerosol micro-
physics coupled with chemistry, radiation, and dynam-
ics. In addition, the sparsity of current existing model 
simulations limits the confidence in the quantification of 
many impacts. 

 º Injection rates vary between 8 and 16 Mt of sulfur diox-
ide (SO2) per year to cool the Earth by 1 °C (an injection 
amount approximately equivalent to that of the Mount 
Pinatubo eruption in 1991), based on simulations with 
seven Earth System Models.

 º Explosive volcanic eruptions sporadically emit millions of 
tonnes of SO2 into the stratosphere and provide useful, 
albeit imperfect, natural analogs for evaluating the global 
models used to conduct SAI simulations.  

• The net effects of large-scale SAI on stratospheric ozone 
are mainly driven by i) increases in aerosol surface area, 
ii) stratospheric halogen and nitrogen concentrations, 
and iii) aerosol-induced heating of the stratosphere, 
which change both stratospheric ozone chemistry and 
stratospheric dynamics. These simulated changes are 
strongly model dependent.

 º Enhanced stratospheric sulfate aerosol increases strato-
spheric heterogeneous chemical reaction rates, leading 
to enhanced or depleted stratospheric ozone depending 
on altitude, latitude, and season. Details depend on the 
SAI-induced aerosol surface area distribution, the current 
stratospheric halogen and nitrous oxide concentrations, 
and SAI-induced changes in stratospheric water vapor. 

 º Increased sulfate aerosols in SAI scenarios heat the lower 
tropical stratosphere by 4.6 ± 2.7 °C per 1°C surface 

Global warming has now reached approximately 1.2 °C above preindustrial levels. Climate model scenarios consid-
ered by IPCC (2021) indicate continued future warming in the next few decades even with ambitious mitigation and de-
carbonization, leading to further climate impacts. Stratospheric Aerosol Injection (SAI) has the potential to limit the rise 
in global surface temperatures by increasing the concentrations of particles in the stratosphere. These particles reflect a 
fraction of sunlight back to space, in a process similar to that evident after large volcanic eruptions. However, SAI comes 
with significant risks and can cause unintended consequences. The 2022 Assessment is the first to dedicate a chapter to 
assess the potential impacts on stratospheric ozone in possible SAI scenarios in the coming decades based on the limited 
number of model simulations that have been performed to date.    

STRATOSPHERIC AEROSOL INJECTION 
AND POTENTIAL IMPACTS ON OZONE

5



Executive Summary

28

cooling based on results from different models and 
injection scenarios. Resulting changes in stratospheric 
composition and transport depend on the details of the 
injection strategy and are strongly model dependent.

• Additional ozone depletion due to SAI is simulated in 
spring over Antarctica, with magnitudes dependent on 
the injection rate and timing. Simulations of strong SAI 
show an increase in total column ozone (TCO) in mid-lat-
itudes (40–60°N) in the winter Northern Hemisphere.

 º For October over Antarctica, SAI simulations that achieve 
a global mean surface cooling of 0.5 °C in the first 20 
years, show a reduction of TCO of around 58 ± 20 DU, 
assuming 2020–2040 halogen conditions. This reduc-
tion brings TCO values close to the observed minimum in 
the 1990s. Less ozone loss would be expected for a later 
SAI start date, when halogen concentrations are project-
ed to be lower.

 º Beyond the first 20 years, the continued application of 
strong SAI, to offset almost 5 °C of warming by 2100, re-
duces Antarctic ozone in October by similar amounts (55 

± 20 DU) throughout the 21st century despite declining 
abundances of ozone-depleting substances (ODS). In 
this case, ozone hole recovery from ODSs is delayed by 
between 25 and 50 years. A peakshaving scenario po-
tentially leads to less ozone depletion.

 º Under stronger SAI scenarios, ozone is significantly 
enhanced in NH mid-latitudes in winter owing to strato-
spheric heating from injected sulfur, which leads to in-
creased equator to poleward transport of ozone.

 º Ozone loss within the Arctic polar vortex has not yet 
been robustly quantified for SAI. 

• The injection of aerosols other than sulfate is expected 
to change the effects on ozone via associated changes 
in heterogeneous chemistry, dynamics and transport. 
Aerosol types that are more chemically inert and absorb less 
solar radiation may reduce chemical and dynamical impacts 
on stratospheric ozone respectively. However, the laboratory 
studies and climate model simulations sufficient to quantify 
these effects have yet to be performed.
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Peakshaving Scenario for 
Stratospheric Aerosol Injection (SAI)

Limited/no mitigation:
high-end global warming

Aggressive mitigation 
and CO2 removal (CDR): 
low-end global warming

Peakshaving: SAI with 
aggressive mitigation 
and CDR 

Scenarios:

Temperature offset 
due to SAI

Assumed stabilization 
temperature

Figure ES-7.  Schematic diagram repre-
senting the concept of “Peakshaving”. 
Different lines illustrate global mean sur-
face temperatures for future scenarios: a 
limited or no mitigation scenario leading 
to strong future global warming (black 
line); a so-called “overshoot scenario” 
that assumes strong mitigation and Car-
bon Dioxide Removal (CDR), and leads 
to a temporary overshoot of global mean 
temperatures above sustainable limits for 
some time (orange); a Peakshaving sce-
nario that applies temporary SAI to the 
overshoot scenario in order to prevent 
the increase in global mean temperature 
from exceeding these sustainable limits 
(purple line). The blue arrows represent 
the approximate relative magnitude of 
the temperature impact of the applied 
SAI.
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• The unexpected emissions of CFC-11 over 2012–2019 
have led to a delay in the return of mid-latitude EESC to 
1980 abundances by about 1 year. The reduction in emis-
sions since 2018, based on global and regional observations, 
have prevented a longer delay.

• The CFC-11 production that led to these observed un-
expected emissions has most likely increased global 
banks. Assuming these emissions were associated with 
the production of insulating foams, it is estimated that they 
account for 25% to 45% of the unreported production. This 
suggests a potential increase in the CFC-11 bank of 146–1320 
kt from unreported production between 2012 and 2019.  For 
reference, a 1000 kt increase in the 2020 bank would further 
delay the return of mid-latitude EESC to 1980 levels by almost 
4 years (Figure ES-8).

• If it were possible to eliminate all future long-lived an-
thropogenic ODS emissions in 2023, this would bring 
forward the return of mid-latitude EESC to 1980 abun-
dances by about 16 years and increase the average of 
global stratospheric ozone in the period 2023–2070 by 
about 2 DU. This provides an upper limit for the reduction of 
EESC through control measures. These emissions are domi-
nated by the release from current banks, with additional con-
tributions from controlled future production and consump-
tion of ODSs, production for feedstock use, and quarantine 
and preshipment uses of CH3Br.

• The projected return of mid-latitude EESC is delayed by 
6 years compared with the previous Assessment due 
mostly to larger assessed banks in the current baseline 
scenario.The larger bank estimates primarily arise from the 
use of a new modelling approach to assess the banks.

• Total production of controlled substances for feedstock 
use is increasing. If all future feedstock-related emis-
sions were eliminated, this would bring forward the 
return of mid-latitude EESC to 1980 levels by almost 4 

years when compared to the baseline scenario. Reported 
feedstock production has increased by 75% by mass over 
the last decade. Assuming that the fraction of emissions re-
lated to feedstock production has not changed, emissions 
have increased accordingly. Additionally, feedstock usage 
has led to the emission of a range of ODS by-products and 
intermediates.

• The CCl4 emissions from feedstock production and use 
currently dominate the ODS influence on ozone from 
all feedstocks.  The elimination of these CCl4 emissions 
accomplishes much of the projected 4-year accelerated 
return in EESC noted above. This usage of CCl4 is expected 
to continue increasing primarily because of its application in 
the growing production of HFOs, and could roughly double 
CCl4 abundances in 2100 compared to the baseline scenario.    

• If future emissions of methyl bromide (CH3Br) from quar-
antine and preshipment (QPS) applications could be 
eliminated, this would accelerate the return of mid-lati-
tude EESC by about 2 years. Production for QPS use has re-
mained nearly unchanged over the last two decades.  It now 
constitutes almost 99% of the reported production of CH3Br, 
with critical use exemptions (CUEs) making up the remaining 
reported production. The importance of QPS CH3Br has been 
noted in previous Assessments.

Abundances of several gases not controlled by the Montreal 
Protocol have been increasing due primarily to anthropogenic 
emissions and have direct effects on stratospheric ozone, for ex-
ample dichloromethane (CH2Cl2) and N2O. 

• Emissions of CH2Cl2, the dominant anthropogenic 
VSLS chlorine gas, continue to increase and augment 
ozone-depleting chlorine in the atmosphere. Future 
projections are uncertain due to the highly variable emissions 
over the past few years.  If CH2Cl2 emissions continue at their 
current level, they will continue to deplete approximately 

Changes in total column ozone and in average radiative forcing in response to various control measures using alter-
native scenarios and bounding test cases are shown in Figure ES-8. The baseline scenario used here assumes full compli-
ance with the Montreal Protocol. The hypothetical alternative scenarios assessed here include the elimination of banks, 
production, and emissions of gases that are both controlled and uncontrolled by the Montreal Protocol and are intended 
to demonstrate the impacts on climate and ozone relevant to policy actions.

POLICY-RELEVANT SCENARIOS 
AND INFORMATION

6
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1 DU of global, annual average ozone. Elimination of these 
emissions would rapidly reverse this depletion (Figure ES-8).

• A 3% reduction in anthropogenic N2O emissions, aver-
aged over 2023–2070, leads to an increase in global 
ozone of about 0.5 DU averaged over the same period, 

and a decrease of about 0.40 W m–2 in radiative forcing, 
averaged over 2023–2100 (Figure ES-8). This reduction 
is the amount obtained when comparing the baseline N2O 
scenario (SSP2-4.5) to the strongest N2O mitigation scenario 
of the SSPs (SSP1-1.9).
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Figure ES-8. Impacts of various alternative scenarios and test cases on total column ozone (averaged over 2020 through 
2070) and radiative forcing of climate (averaged over 2023 through 2100) compared with the baseline scenario. The 
scenarios and cases include reduced N2O emissions (SSP1-1.9 scenario), elimination of emissions for HFCs, HFC-23, CH2Cl2, and 
CCl4 (excluding emissions from feedstock production and usage) starting in 2023, elimination of future production of CH3Br and 
HCFCs starting in 2023 (excluding feedstock production and usage), and elimination and destruction of banks of halons, HCFCs 
and CFCs in 2023. Also considered are the unexpected CFC-11 emissions over 2012–2019 (assumed to be 280 Gg in total), an 
additional 1000 Gg in the 2020 CFC-11 bank, elimination of all feedstock-related emissions starting in 2023, and a case in which 
feedstock-related emissions are allowed to grow at their current growth rates through 2030 and are then held constant. Potential 
climate benefits from improved energy efficiency in the refrigeration and air conditioning sector are not included here, and are 
thought to have the potential to have an impact much larger than that of any of the scenarios and cases considered here. For 
reference, current total column ozone depletion is about 2% when averaged over 60°S–60°N, and the current radiative forcing 
from CO2 is about 2 W m–2.     
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This chapter concerns atmospheric changes in ozone-de-
pleting substances (ODSs), such as chlorofluorocarbons (CFCs), 
halons, chlorinated solvents (e.g., carbon tetrachloride [CCl4] 
and methyl chloroform [CH3CCl3]) and hydrochlorofluorocar-
bons (HCFCs), which are controlled under the Montreal Protocol. 
Furthermore, the chapter updates information about ODSs not 
controlled under the Protocol, such as methyl chloride (CH3Cl) 
and very short-lived substances (VSLSs). In addition to depleting 
stratospheric ozone, many ODSs are potent greenhouse gases. 

Mole fractions of ODSs and other species are primarily 
measured close to the surface by global or regional monitoring 
networks. The surface data can be used to approximate a mole 
fraction representative of the global or hemispheric tropospheric 
abundance. Changes in the tropospheric abundance of an ODS 
result from a difference between the rate of emissions into the 
atmosphere and the rate of removal from it. 

• The total amount of chlorine and bromine from ODSs 
that were controlled under the original Montreal 
Protocol is continuing to decline, as the overall emis-
sions are smaller than the rate at which these ODSs are 
destroyed. Abundances of many of the first-stage re-
placement compounds, HCFCs, are now increasing very 
slowly or not at all.  

Tropospheric Chlorine (Cl)
Total tropospheric chlorine is a metric used to quantify the 

combined globally averaged abundance of chlorine in the tro-
posphere due to the major chlorine-containing ODSs. The contri-
bution of each ODS to total tropospheric chlorine is the product 
of its global mean tropospheric mole fraction and the number of 
chlorine atoms it contains. 

• Total tropospheric chlorine from ODSs continued to 
decrease between 2016 and 2020. Total tropospheric 

chlorine in 2020 was 3220 ppt (where ppt refers to parts per 
trillion as a dry air mole fraction), about 1.8% lower than in 
2016 and 12% lower than its peak value in 1993. Of the 2020 
total, CFCs accounted for about 60%, CH3Cl for about 17%, 
and CCl4 and HCFCs each for about 10%. The contribution 
from CH3CCl3 has now decreased to 0.1%. Very short-lived 
source gases (VSL SGs), as measured in the lower tropo-
sphere, contributed approximately 3.5%.

 º During the period 2016–2020, the observed rate of 
decline in tropospheric chlorine due to controlled sub-
stances was 15.1 ± 2.45 ppt Cl yr−1, which is larger than 
during the 2012–2016 period (12.8 ± 0.8 ppt Cl yr−1). 
This rate of decrease was close to the projections in the 
previous Assessment. The net rate of change was the re-
sult of a slightly slower than projected decrease in CFCs 
and a slower HCFC increase than in the 2018 A1 projec-
tion scenario. 

 º When substances not controlled under the Montreal 
Protocol are also included, the overall decrease in tro-
pospheric chlorine was 15.1 ± 3.6 ppt Cl yr−1 during 
2016–2020. This is larger than the rate of decline during 
the 2012–2016 period (3.6 ± 4.7 ppt Cl yr−1) and com-
parable to the rate of decline in controlled substances. 
Changes in the predominantly anthropogenic dichloro-
methane (CH2Cl2) and the largely natural CH3Cl largely 
canceled each other out, resulting in almost no net 
change in Cl from uncontrolled substances during this 
period. 

• Starting around 2018, the rate at which the CFC-11 mole 
fraction was declining in the atmosphere accelerated 
again, following a slowdown since 2013. These recent 
changes are largely due to a decrease in emissions orig-
inating mostly from northeastern China. Assuming no 
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Chapter 1:  
Update on Ozone-Depleting Substances (ODSs) 

and Other Gases of Interest to the Montreal Protocol

5 Uncertainties in absolute changes of atmospheric abundances were derived using the 1 standard deviation measurement uncertainties (where appropriate combined as the 
square root of the sum of their squares) and the bootstrap algorithm described in Barreto and Howland (2006). Similar to the procedure described in Leedham Elvidge et al. 
(2018), and to represent atmospheric variability, data was converted to a dataset comprised of 1) original data, 2) original data minus measurement uncertainty and 3) original 
data plus measurement uncertainty. This dataset was then resampled (with replacement) 1000 times to derive a standard deviation that is a realistic representation of the uncer-
tainty of the entirety of the original data.
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impact from changes in atmospheric circulation, global emis-
sions increased from about 57 Gg yr−1 (= kt yr−1) in 2012 to 
around 78 Gg yr−1 in 2017; after 2018, they then decreased, 
to approximately 47 Gg yr−1 in 2020. Emissions from north-
eastern China explain 60 ± 40% of the 2012–2018 increase 
and 60 ± 30% of the subsequent decrease. There is evidence 
that other recent significant emission regions include the 
Arabian and Indian subcontinents. If these renewed global 
emissions are associated with uses that substantially increase 
the size of the CFC-11 bank, further emissions resulting from 
this production would be expected in the future.

• During 2016–2020, mole fractions of CFC-12 decreased 
by about 2.8%, which is comparable to the decrease 
during 2012–2016 (~2.3%). Estimates of global CFC-12 
emissions in 2016 and 2020 were similar within uncertainties, 
at 33 ± 21 Gg yr–1 and 25 ± 20 Gg yr–1, respectively. CFC-11 
and CFC-12 are often co-produced, and atmospheric obser-
vations have confirmed a decrease in CFC-12 emissions from 
northeastern China from 3.3 ± 1.4 Gg yr–1 in 2016 to 0.5 ± 0.5 
Gg yr–1 in 2019.

• The CFC-113 global mole fraction has continued to de-
crease, but emissions remained constant within uncertainties 
at around 6 ± 6 Gg yr–1 between 2016 and 2020.

• Mole fractions of CFC-114 remained stable during 
2016–2020, whereas those of CFC-13, CFC-113a, and 
CFC-115 continued to rise, and mole fractions of CFC-
112a and CFC-114a exhibited positive growth after pre-
viously showing near-zero change. Total Cl from the latter 
five CFCs increased from 16.0 ± 0.3 ppt in 2016 to a total of 
17.2 ± 0.3 ppt Cl in 2020. These findings likely indicate an in-
crease or stabilization of the emissions of these relatively low 
abundance compounds. While some of these emissions are 
known to originate from eastern China, the primary processes 
responsible are unknown. 

• The rate at which CCl4 has declined in the atmosphere 
remains slower than expected from its reported use as 
a feedstock and its removal rate from the atmosphere, 
which indicates ongoing emissions of around 44 ± 15 
Gg yr−1. This is likely, at least in part, due to feedstock emis-
sions from the production of chloromethanes and perchloro-
ethylene and from chlor-alkali plants. Global CCl4 emission 
estimates based on atmospheric observations are now more 
accurate than in the last Assessment due to an improved life-
time estimate.

• Emissions of CCl4 in eastern China over the period 
2013–2019 show year-to-year variability likely relat-
ed to CFC-11 production. Emissions increased after 2013, 
reaching 11.3 ± 1.9 kt yr–1 in 2016, and decreasing to 6.3 ± 
1.1 kt yr–1 in 2019. 

• Total tropospheric chlorine from HCFCs has continued 
to increase, reaching 320 ± 3 ppt in 2020. There is evi-
dence of a slowdown of this increase, as the annual average 
growth rate of total chlorine from HCFCs decreased from 5.9 
± 1.3 ppt yr–1 during 2012–2016 to 2.5 ± 0.4 ppt yr–1 during 
2016–2020.

• Combined emissions of the major HCFCs have declined 
since the previous Assessment. Emissions of HCFC-22 
and HCFC-142b likely declined between 2016 and 2020, 

while emissions of HCFC-141b, after an initial drop, likely rose 
year-on-year since 2017, amounting to a total rise of ~4.5 Gg 
during 2017–2020. These findings are consistent with a sharp 
drop in reported HCFC consumption after 2012, particularly 
from Article 5 countries. 

• Continued emissions of the compounds HCFC-124, HCFC-
31, HCFC-132b, and HCFC-133a have been inferred from 
atmospheric measurements. HCFC-132b is yet another newly 
detected HCFC, and its atmospheric mole fractions, while 
currently small, continue to increase.

Tropospheric Bromine (Br)
Total tropospheric bromine is defined in analogy to total 

tropospheric chlorine. Even though the abundance of bromine 
is much smaller than that of chlorine, it has a significant impact 
on stratospheric ozone because it is around 60–65 times more 
efficient than chlorine as an ozone-destroying catalyst.

• Total tropospheric bromine from controlled ODSs 
(halons and methyl bromide [CH3Br]) continued to de-
crease, and was 13.9 ppt by 2020, 3.2 ppt below the 
peak levels observed in 1999. From 2012 to 2016, total 
controlled bromine declined at a rate of 0.15 ± 0.14 ppt Br yr−1 
(about 1% yr−1). This rate increased to 0.18 ± 0.05 ppt Br yr−1 
during 2016–2020, with halons contributing about 60% to 
the overall decline. 

• The mole fractions of halon-1211, halon-2402, and 
halon-1202 continued to decline between 2016 and 
2020. There was no significant change in the mole frac-
tion of halon-1301 between 2016 and 2020. This ODS 
is, at ~3.3 ppt, now the most abundant halon in the at-
mosphere. Emissions of halon-2402, halon-1301, and halon-
1211, as derived from atmospheric observations, declined or 
remained stable between 2016 and 2020. 

• CH3Br annually averaged mole fractions showed little 
net change between 2016 and 2020. The small increase 
(2–3%) observed between 2015 and 2016 was com-
pensated by a small decrease (4%) largely taking place 
during 2016–2017. The 2020 mole fraction was around 
6.6 ppt, a reduction of 2.6 ppt from peak levels measured 
between 1996 and 1998. Reported quarantine and pre-ship-
ment (QPS) consumption was relatively stable from 1996 to 
2020.  

Halogenated Very Short-Lived Substances 
(VSLSs)

VSLSs are defined as trace gases whose local lifetimes are 
shorter than 0.5 years and have non-uniform tropospheric abun-
dances. These local lifetimes typically vary substantially over 
time and space. Of the very short-lived source gases (VSL SGs) 
identified in the atmosphere, brominated and iodinated species 
are predominantly of oceanic origin, while chlorinated species 
have significant anthropogenic sources. VSLSs that reach the 
stratosphere will release the halogen they contain almost im-
mediately and will thus play an important role for lower-strato-
spheric ozone in particular. Due to their short lifetimes and their 
atmospheric variability, the quantification of their contribution is 
much more difficult and has much larger uncertainties than for 
long-lived compounds.
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• Total tropospheric chlorine from VSL SGs in the back-
ground lower atmosphere is dominated by anthropo-
genic sources. It continued to increase between 2016 
and 2020, but its contribution to total stratospheric 
chlorine remained small. Global mean chlorine from VSLSs 
in the troposphere has increased from about 103 ppt in 2016 
to about 113 ppt in 2020. The relative contribution of VSLS 
to the stratospheric chlorine input amounted to 4% in 2020,  
compared to 3.6% in 2016. 

• Dichloromethane (CH2Cl2), with predominantly an-
thropogenic sources, is the main contributor to total 
chlorine from VSLSs. It accounted for the majority of 
the change in VSLS chlorine between 2016 and 2020. 
The CH2Cl2 global mean abundance reached approximately 
40–45 ppt in 2020, which is more than a doubling compared 
to the early part of the century. The rate of increase slowed 
after 2016 but remained substantial. Regional CH2Cl2 emis-
sions from Asia most likely account for most of this increase 
and more than offset a small decrease in European and North 
American emissions.

• Brominated VSLSs contribute 5 ± 2 ppt to stratospher-
ic bromine; this constitutes about 27% of total strato-
spheric bromine in 2020. The main sources for brominated 
VSLSs are natural, and no long-term change is observed. Due 
to the decline in the abundance of controlled bromine com-
pounds, the relative contribution of VSLSs to total stratospher-
ic bromine increased by about 1% since 2016. 

• New evidence suggests that natural iodinated VSLSs 
contribute 0.3–0.9 ppt iodine to the stratosphere. A 
rapid shift in the partitioning between gas-phase and particu-
late iodine has been detected in the upper troposphere. This 
mechanism can enable iodine entrainment into the strato-
sphere in particulate form in addition to the entrainment in gas 
form. No observational trend estimates exist. 

Stratospheric chlorine and bromine 
In the stratosphere, chlorine and bromine can be released 

from organic source gases to form inorganic species, which par-
ticipate in ozone depletion. In addition to estimates of the strato-
spheric input derived from the tropospheric observations, mea-
surements of inorganic halogen loading in the stratosphere are 
used to determine trends of stratospheric chlorine and bromine. 

• The total chlorine input to the stratosphere for 2020 
was 3240 ppt, which is 11.5% below the 1993 peak 
value, equivalent to a decline of 420 ± 20 ppt. This long-
term decrease was largely driven by decreasing abundances 
of CH3CCl3 and CFCs. The chlorine input for 2020 is derived 
from measurements of long-lived ODSs at the surface and es-
timates of stratospheric entrainment of VSLSs. 

• Hydrogen chloride (HCl) is the major reservoir of inor-
ganic chlorine (Cly). Middle-stratosphere profile and 
total column measurements of HCl show a long-term de-
crease for the period 1997–2020 of around 0.5 ± 0.2% 
yr−1. If the evaluations are constrained to the shorter period  
2005–2020 the satellite records show a rate of decrease of 
around 0.3 ± 0.2% yr−1. This latter rate of decline in strato-
spheric HCl for the more recent period is in good agreement 
with expectations from the decline in tropospheric chlorine, 
which slowed after 2000. 

• Total bromine input to the stratosphere of 18.9 ppt is 
derived for 2020 by combining 13.9 ppt from long-
lived gases and 5 ppt from VSLSs not controlled under 
the Montreal Protocol. The total input declined by 14.5% 
between 1999 peak values and 2020. Anthropogenic emis-
sions of all brominated long-lived gases are controlled, but as 
CH3Br also has natural sources, more than 50% of the bromine 
reaching the stratosphere is now estimated to be from sourc-
es not controlled under the Montreal Protocol.  

• Total stratospheric bromine, derived from observations 
of bromine monoxide (BrO), has decreased at a rate of 
about 0.8% yr−1 since 2003. This decline is consistent with 
the decrease in total tropospheric organic bromine, based on 
measurements of CH3Br and the halons. There is no indica-
tion of a long-term change in natural sources of stratospheric 
bromine.

Equivalent Effective Stratospheric Chlorine 
(EESC)

EESC is the chlorine-equivalent sum of chlorine and bromine 
derived from ODS tropospheric abundances, weighted to reflect 
their expected depletion of stratospheric ozone. The growth and 
decline in EESC depend on a given tropospheric abundance 
propagating to the stratosphere with varying time lags (on the 
order of years) associated with transport to different regions of 
the stratosphere. Therefore, the EESC abundance, its peak tim-
ing, and its rate of decline are different in different regions of the 
stratosphere.

• By 2020, EESC had declined from peak values by about 
11% for polar winter conditions and by about 15% for 
mid-latitude conditions. This drop to 1607 ppt is 37% of the 
decrease required for EESC in mid-latitudes to return to the 
1980 benchmark level. In polar regions, the drop to 3710 ppt 
is about 23% of the decrease required to return to the 1980 
benchmark level. However, regional estimates have indicated 
that EESC might be higher in some parts of the stratosphere, 
with an additional 200–300 ppt predominantly originating 
from CH3Cl and CH3Br. Contributions from the ozone-deplet-
ing VSLSs and nitrous oxide (N2O) are currently not included 
in EESC calculations. 

Tropospheric and Stratospheric Fluorine (F)
While fluorine has no direct impact on stratospheric ozone, 

many fluorinated gases are strong greenhouse gases, and their 
emissions are often related to the replacement of chlorinated 
substances controlled under the Montreal Protocol. For this rea-
son, trends in fluorine are also assessed in this report. 

• The main sources of fluorine in the troposphere and in 
the stratosphere are CFCs, HCFCs, and HFCs (hydroflu-
orocarbons). In contrast to total chlorine, total fluorine 
in the troposphere continued to increase between 2016 
and 2020, at a rate of 1.71% yr−1. This increase shows the 
decoupling of the temporal trends in fluorine and chlorine due 
to the increasing emissions of HFCs (see Chapter 2). The ODS 
contribution to the fluorine budget has started to decline, so 
that the fluorine trend due to ODSs alone became negative 
after 2016. In contrast, the fluorine trend due to HFCs has con-
stantly increased, causing the total fluorine trend to increase 
as well. The Northern Hemisphere stratospheric abundance 
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of inorganic fluorine has continued to increase at a rate of 
about 0.8% yr−1 since 2004.

Effect of ODSs on climate 
• The total direct radiative forcing of CFCs continues to 

be distinctly higher than that of HCFCs, with CFCs con-
tributing around 68% of the total forcing from ODSs. 
Radiative forcing from CFCs has dropped by 0.007 W m–2 
since 2016 to about 0.257 W m−2 in 2020, while radiative 
forcing from HCFCs increased from 0.062 W m−2 to 0.064 W 
m–2 from 2016 to 2020. The total direct radiative forcing due 
to CFCs, HCFCs, halons, CCl4, and CH3CCl3 was 0.337 W m–2 
in 2020 (approximately 16% that of CO2). 

• CO2-equivalent emissions of CFCs and HCFCs were 
again approximately equal in 2020. Based on 100-year 
time horizon global warming potentials (GWPs), the CO2-
equivalent emissions (in Gt CO2-eq yr–1) in 2020 were, for spe-
cies where estimates are available, 0.7 ± 0.4 for CFCs, 0.7 ± 
0.1 for HCFCs, 0.09 ± 0.03 for CCl4 and CH3CCl3 combined, 
and 0.02 ± 0.01 for halons. The CO2-equivalent emissions 
from the sum of CFCs, HCFCs, halons, CCl4, and CH3CCl3 re-
mained similar to the value reported in the last Assessment at 
approximately 1.5 Gt CO2-eq in 2020.  

Other gases that affect ozone and climate 

• Mole fractions of many other gases that affect both 
ozone and climate (including the three major green-
house gases CH4, N2O, and CO2) have changed since 
the last Assessment. The atmospheric abundance of meth-
ane (CH4) has continued to increase following a period of 

stagnation in the early 2000s. The drivers of the changing 
trend are likely largely anthropogenic. 

• Mole fractions of N2O, which is an ODS, continue to 
grow in the atmosphere, with growth rates exceeding 
some of the highest projections. When expressed as a 
CFC-11-equivalent, anthropogenic N2O emissions in 2020 
were equal to more than two times the ODP-weighted emis-
sions from all CFCs in that year. When compared to the CFC 
emission peak from 1987, those 2020 anthropogenic N2O 
emissions were equal to more than 20% of the ODP-weighted 
emissions from CFCs in that year. Almost half of the N2O emis-
sions in recent years are anthropogenic in origin.

• The global mole fractions of many non-ODS, non-HFC, 
highly fluorinated substances have continued to grow 
(e.g., sulfur hexafluoride [SF6], carbon tetrafluoride [CF4], 
hexafluoroethane [C2F6], sulfuryl fluoride [SO2F2], and nitro-
gen trifluoride [NF3]). These species contributed 0.014 W m–2 
to anthropogenic radiative forcing in 2020. In contrast, the 
abundance of the sulfur-containing compound sulfur dioxide 
(SO2) has not changed substantially, while carbonyl sulfide 
(COS) has shown a small negative trend.

• Molecular hydrogen (H2) is included in the Assessment 
for the first time, due to its potential future effects on 
stratospheric ozone. The decarbonization of the fossil 
fuel industry could lead to drastically increasing atmo-
spheric mole fractions of H2. The resulting future effects 
on ozone are currently not well understood but are ex-
pected to be small. Atmospheric abundances of H2 have 
increased from ~330 ppb during the mid-to-late 1800s to the 
present levels of 530–550 ppb in the late 20th and early 21st 
centuries. 

Hydrofluorocarbons (HFCs) have been increasingly pro-
duced and used in applications such as refrigeration, air-condi-
tioning, and foam blowing following the phasedown of ozone-de-
pleting substances (ODSs). In addition to emissions resulting 
from these uses, some HFCs, particularly HFC-23, are released 
as by-products during the manufacture of other compounds. 
While being benign for the stratospheric ozone layer and gener-
ally having lower radiative efficiencies than the most abundant 
ODSs, long-lived HFCs are potent greenhouse gases. Therefore, 
HFCs were included in the basket of substances controlled by 
the 1997 Kyoto Protocol under the United Nations Framework 
Convention on Climate Change (UNFCCC). Subsequently, cer-
tain HFCs were brought into the Montreal Protocol framework 
by the Kigali Amendment in 2016. The Kigali Amendment, which 

came into force in January 2019 for parties who ratified the 
Amendment, seeks to limit the production and consumption of 
a selection of HFCs. For HFC-23, the Kigali Amendment seeks to 
limit emissions formed as a by-product of HCFC (hydrochloroflu-
orocarbon) and HFC production to the extent practicable using 
approved technologies.

For all the most abundant HFCs (HFC-134a, HFC-23, HFC-
32, HFC-125, and HFC-143a) and some of the more minor HFCs, 
atmospheric observations have been available for several years 
or decades. Observations in the remote atmosphere can be used 
to derive “top-down” global emissions. These emissions can be 
compared to the sum of “bottom-up” estimates derived from ac-
counting methods for Annex I parties to the UNFCCC, who are 
required to report their emissions annually. For some parts of the 
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world, atmospheric observations exist in sufficient density to de-
rive top-down emissions estimates at regional scales. These can 
be compared to bottom-up estimates reported by the countries 
in these regions. 

Based on the historical emissions trends derived from atmo-
spheric data and estimates of future consumption, projections of 
future emissions can be derived under different policy scenarios. 
These emissions scenarios can be used to estimate the climate 
impact of various HFC policies in terms of future radiative forcing 
and temperature change.

The key findings of this chapter are as follows:

• Global mean abundances of each of the major HFCs have 
increased since 2016. Radiative forcing due to the HFCs 
reached 44.1 ± 0.6 mW m–2 in 2020, an increase of around 
one-third since 2016. HFC-134a remained the largest contrib-
utor to the overall radiative forcing due to HFCs (44%), and 
HFC-125 (18%) overtook HFC-23 (15%) as the second-largest 
contributor. 

• Total CO2-equivalent HFC emissions inferred from ob-
servations increased through 2020. The total carbon 
dioxide-equivalent emissions (CO2-eq, calculated using 100-
year global warming potentials, GWPs) due to HFCs was 1.22 
± 0.05 Pg CO2-eq yr–1 in 2020 (1 Pg = 1 Gt), 19% higher than 
in 2016. Of this total, HFC-134a was responsible for approx-
imately 30%, HFC-125 for 28%, HFC-23 for 20%, and HFC-
143a for 15%. Emissions of the majority of the most abundant 
HFCs grew between 2016 and 2020, except for HFC-143a, 
HFC-152a, HFC-365mfc, and HFC-43-10mee, for which emis-
sions remained roughly constant. In 2020, global total CO2-
eq emissions due to HFCs were 60–70% higher than those of 
CFCs (chlorofluorocarbons) or HCFCs. 

• The gap between total CO2-eq HFC emissions reported 
by Annex I countries to the UNFCCC and global esti-
mates derived from atmospheric data has grown. The 
emissions reported by Annex I countries in common reporting 
format (CRF) are approximately constant in the period 2015–
2019, while atmospheric observations in the background 
atmosphere suggest continued growth in global total emis-
sions. In 2019, UNFCCC reports accounted for only 31% (in-
cluding HFC-23 in the analysis) or 37% (excluding HFC-23) of 
the global total CO2-eq emissions derived from observations. 
Regional top-down emissions estimates for Europe, the USA, 
and Australia are similar to reported bottom-up emissions, sug-
gesting that underreporting by these Annex I countries likely 
does not explain this discrepancy. Inverse modeling studies 
have been carried out for China and India (both non-Annex I 
countries) and find that around one-third of the emissions gap 
(excluding HFC-23) could be explained by sources in these 
countries. However, approximately 40% of global total HFC 
CO2-eq emissions (excluding HFC-23) remain unaccounted 
for by Annex I reports or top-down estimates for non-Annex I 
parties. Top-down regional emissions estimates are available 
from only a relatively small number of countries based on the 
existing measurement network, whereas global top-down es-
timates reflect the aggregate of all emissions (for longer-lived 
HFCs). Therefore, the unattributed emissions probably occur 
in countries that are not monitored by atmospheric measure-
ments and/or that do not report to the UNFCCC in CRF.

• The global inferred CO2-eq HFC emissions are less than 
the emissions in the 2018 Assessment HFC baseline 
scenario. They are about 20% lower for 2017–2019. It 
is too early to link this directly to the provisions of the Kigali 
Amendment, since the first step in the scheduled phasedown 
was in 2019. The lower emissions can be explained by lower 
reported consumption in several countries following national 
regulations.

• The ratio of global HFC-23 emissions inferred from at-
mospheric observations to reported HCFC-22 produc-
tion has increased between 2010 and 2019, despite 
reports of substantial new emissions abatement since 
2015. Top-down estimates of global HFC-23 emissions were 
17.2 ± 0.8 Gg yr–1 in 2019 (1 Gg = 1 kt). This is substantially 
larger than a bottom-up estimate of 2.2 Gg yr–1 derived from 
UNFCCC reports for Annex I countries (1.6 Gg yr–1), HCFC-
22 production reported to the United Nations Environment 
Programme (UNEP), and national abatement programs in 
India and China. The contribution to the global atmospher-
ic HFC-23 budget of photolysis of trifluoroacetaldehyde 
(CF3CHO), a minor degradation product of some fluorinated 
compounds, is assessed to be negligible.

• Some HFCs and unsaturated HFCs (hydrofluoroolefins 
[HFOs]) degrade in the environment to produce triflu-
oroacetic acid (TFA), a persistent toxic chemical. HFO-
1234yf has been increasingly used to replace HFC-134a as 
a mobile air conditioner (MAC) refrigerant. Measurements 
show that atmospheric background abundances of HFO-
1234yf at Jungfraujoch, Switzerland have grown from less than 
0.01 ppt before 2016 to annual median levels of 0.10 ppt in 
2020. At the 2020 level, the oxidation of HFO-1234yf is likely 
producing a comparable, or potentially larger, amount of TFA 
than the oxidation of HFC-134a locally near Jungfraujoch. 
The measured and model simulated concentrations of TFA 
from the use of HFO-1234yf and other relevant HFOs, HFCs, 
HCFCs, and hydrochlorofluoroolefins (HCFOs) is, in general, 
significantly below known toxicity limits at present. However, 
the production of TFA in the atmosphere is expected to in-
crease due to increased use of HFOs and HCFOs. Potential 
environmental impacts of TFA require future evaluation due to 
its persistence. 

• Projected emissions of HFCs based on current trends in 
consumption and emissions, national policies in sever-
al countries, and the Kigali Amendment are lower than 
those projected in the 2018 Assessment. The 2020–2050 
cumulative emissions in the 2022 updated Kigali Amendment 
scenario are 14–18 Pg CO2-eq lower than the corresponding 
scenario in the previous Assessment. The 2050 radiative forc-
ing in a scenario that assumes no controls on HFCs, is 220–
250 mW m–2 (termed the Baseline scenario in the previous 
Assessment). Radiative forcing in 2050 is reduced to 90–100 
mW m–2 in the 2022 Kigali Amendment scenario, 30 mW m–2 
lower than projected in the 2018 Kigali Amendment scenar-
io. The new scenario follows national controls on the con-
sumption and production of HFCs in non-Article 5 countries, 
reflects lower reported consumption in China, is based on 
updated historical information on the use of HFCs in non-Ar-
ticle 5 countries, uses observed mixing ratios through 2020 
as a constraint, and includes assumptions about reduced use 
of HFCs for commercial and industrial refrigeration. The new 
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This chapter presents our current understanding of global 
ozone outside of the polar regions. The increase of ozone-deplet-
ing substance (ODS) concentrations caused the large ozone de-
cline observed from the early satellite era (circa 1980) to the mid-
1990s. Since the late 1990s, concentrations of ODSs have been 
declining due to the successful implementation of the Montreal 
Protocol and its Amendments and adjustments. Since the last 
Assessment, the longer observational records show a small in-
crease in near-global total column ozone (TCO) with reduced un-
certainty, but this trend is not yet statistically significant. A small 
increase in TCO is seen in the Southern Hemisphere (SH) mid-lat-
itudes but not yet in the Northern Hemisphere (NH) mid-latitudes 
or tropics. Different processes operating at different altitudes 
complicate the attribution of the overall total column trend. 
However, a significant increase in upper-stratospheric ozone 
noted in the previous Assessment continues, driven by declines in 
ozone-depleting substances and increases in greenhouse gases 
(GHGs). Model simulations support our overall understanding of 
these trends.

Over this century, we expect an increase in global strato-
spheric ozone as the concentrations of ODSs decline. The future 
evolution for different latitudes and vertical levels depends on 
the future concentrations of GHGs and precursors of tropospher-
ic ozone. These other influences may lead to TCO levels that 
remain below 1980 values in some regions, even after concen-
trations of ODSs have declined to pre-1980 levels. 

Changes to date in total column ozone
• Aggregated ground- and space-based observations 

indicate an increase of 0.3% decade–1 (with a 2-sigma 
uncertainty of at least ±0.3% decade–1) in near-global 
(60°S–60°N) TCO over the 1996–2020 period. This trend 
is consistent with model simulations and our scientific under-
standing of the processes controlling ozone.

• Over the same 1996–2020 period, the TCO trends in broad 
latitude bands are as follows: 

 º SH mid-latitude (60–35°S) TCO has increased (0.8 ± 
0.7% decade–1).

 º NH mid-latitude (35–60°N) TCO trends are negligible 
(0.0 ± 0.7% decade–1).

 º Tropical (20°S–20°N) TCO shows no clear trend (0.2 ± 
0.3% decade–1), likely because stratospheric ozone is 
decreasing while tropospheric ozone is increasing, both 
unrelated to changes in ODSs. 

The latitudinal pattern of these TCO trends is largely consis-
tent with our scientific understanding and is reproduced in the 
latest set of chemistry-climate models (CCMs).

• Present-day (2017–2020) TCO as measured from space-
based and ground-based observations remains lower than 
the 1964–1980 average by

 º about 2% for the near-global average (60°S–60°N),

 º about 4% in the NH mid-latitudes (35–60°N), 

 º about 5% in the SH mid-latitudes (35–60°S), and

 º about 1% in the tropics (20°S–20°N).

Within uncertainties associated with natural variability and in-
strumental accuracy, these values are essentially the same as 
given in the previous Assessment for the 2014–2017 average.

Changes to date in vertically resolved ozone
Vertically resolved trends are very similar to those given in 

the last Assessment. However, with longer records and updated 
merged datasets, recovery trends are now statistically signifi-
cant in more locations. 

• Measurements show unambiguous increases in up-
per-stratospheric ozone for 2000–2020. Positive trends 
have a range of ~1.5–2.2% decade–1 at mid-latitudes in both 
the Northern and Southern Hemispheres and ~1–1.5% de-
cade–1 in the tropics.

Chapter 3:  
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scenario also assumes that all countries adhere to the provi-
sions of the Kigali Amendment. 

• Under the provisions of the Kigali Amendment, current 
trends in consumption and emissions, and national pol-
icies, the contribution of HFCs to global annual average 
surface warming is projected to be 0.04 °C in 2100. This 
is substantially lower than under the scenario without HFC 
control measures, for which a contribution of 0.3–0.5 °C was 
projected.

• Concerted efforts to improve energy efficiency of re-
frigeration and air-conditioning equipment could lead 
to reductions in greenhouse gas emissions of the same 
order as those from global implementation of the Kigali 
Amendment. These estimated benefits of improving energy 
efficiency are highly dependent on greenhouse gas emissions 
from local electric grids and the pace of decarbonization in 
the energy sector.
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• Upper stratospheric ozone increases are due to a com-
bination of decreases in ODSs and decreases in strato-
spheric temperature driven by increases in carbon diox-
ide (CO2). New CCM simulations affirm this finding from the 
last Assessment.

• There are multiple lines of evidence from both observa-
tions and models for a small though uncertain decrease 
(1–2% decade–1, with uncertainty up to ±5% decade–1) 
in tropical lower stratospheric ozone over 2000–2020. 
This decrease is consistent with climate change-driven accel-
eration of the large-scale circulation and has a small impact on 
TCO. Chemical ozone loss from chlorine and bromine is com-
paratively minor in the tropical lower stratosphere. 

• Observations suggest small decreases in lower strato-
spheric ozone in the mid-latitudes of both hemispheres 
for 2000–2020, while chemistry-climate model simula-
tions suggest small increases. Ozone in mid-latitudes has 
large year-to-year variability; thus, trends have large uncer-
tainties, and they are not robust across all datasets and mod-
els. The observed decrease is more evident in the Northern 
Hemisphere.

• Attribution of TCO trends during the period of slow ODS 
decline requires knowledge of changes in ozone in both 
the troposphere and stratosphere. For instance, there is 
evidence that the lack of a change in TCO in the tropics re-
flects an increase in tropospheric ozone that compensates for 
the ozone decrease in the tropical lower stratosphere. This 
decrease, due to a climate change-driven acceleration of the 
large-scale circulation, is expected based on modeling stud-
ies. Depletion due to ODSs, on the other hand, is very minor 
in the tropical lower stratosphere. Nevertheless, analyses of 
these changes using different observational datasets indicate 
significant remaining uncertainty. 

Future ozone changes
Projections of future stratospheric ozone are available 

from new model simulations that follow new emissions scenar-
ios: the shared socioeconomic pathways (SSPs). These scenar-
ios all assume compliance with the Montreal Protocol and its 
Amendments and adjustments for ODSs but span a wider range 
in future GHG and pollutant emissions pathways than the sce-
narios used in the previous Assessment, although there are fewer 
models from which to draw results. As in the last Assessment, the 
key drivers of future stratospheric ozone levels continue to be 
declining ODS concentrations coupled with CO2-driven cooling 
in the upper stratosphere and a strengthening of the Brewer-
Dobson circulation. TCO will also be affected by changes in the 
tropospheric ozone burden.

• New estimates for the year of return of near-global TCO 
to its 1980 value are broadly consistent with the last 
Assessment. Also similar to the last Assessment, these 
modeled return dates vary considerably depending on 
the assumed future scenario. TCO returns to its 1980 value 

sooner for scenarios that assume larger emissions of GHGs 
than scenarios with smaller GHG emissions. The return dates 
for a middle-of-the-road (SSP2-4.5) scenario are:

 º around 2040 for near global mean (60°S–60°N) annually 
averaged column ozone;

 º around 2045 for SH (60–35°S) annually averaged col-
umn ozone; and

 º around 2035 for NH (35–60°N) annually averaged col-
umn ozone.

• For scenarios that assume strong reductions in the 
emission of tropospheric ozone precursors, the result-
ing reductions in tropospheric ozone can be important 
for TCO trends. Under such scenarios, TCO in the tropics is 
projected to remain below the 1980 values until at least 2100. 
As discussed in the last Assessment, tropical TCO under high 
GHG scenarios will be below 1980 values at 2100 due to cir-
culation-driven changes affecting lower stratospheric ozone.

• Future ozone recovery and the expected strengthen-
ing of the Brewer–Dobson circulation will most likely 
increase the proportion of ozone of stratospheric origin 
in the troposphere. A new analysis has quantified the con-
tribution of stratosphere-to-troposphere transport of ozone in 
models under scenarios with limited GHG mitigation (RCP6.0 
and RCP8.5). While stratosphere-to-troposphere transport 
remains highly variable between models and is strongly sce-
nario-dependent, the projected increase is robust, suggest-
ing increases of stratospheric ozone in the troposphere of 
10–50% over the 21st century, depending on the model and 
scenario. Nonetheless, in situ chemistry involving air pollut-
ants remains the largest production term for the simulated 
tropospheric ozone budget. 

• The unreported production of CFC-11 over 2012–2019 (see 
Chapter 1) is estimated to delay global TCO recovery to 1980 
levels by ~1 year.

Emerging Issues
• Exceptional events can temporarily perturb chemi-

cal and dynamical processes that affect stratospheric 
ozone amounts. Since the last Assessment, these include 
the 2019/2020 wildfires in Australia, the eruption of the 
Hunga Tonga-Hunga Ha’apai volcano, and disruptions to the 
quasi-biennial oscillation of the tropical winds. In particular, 
intense wildfires have become more frequent. Their potential 
impacts on the stratosphere are not yet well quantified and 
are a subject of active research.

• The impending loss of vertically resolved, global space-
borne measurements of ozone-related atmospheric 
constituents (e.g., reactive chlorine, water vapor, and 
long-lived transport tracers) will impede the ability to 
monitor and explain changes in the stratospheric ozone 
layer in the future.
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The chemical and dynamical processes controlling polar 
ozone are well understood. Polar ozone depletion is funda-
mentally driven by anthropogenic chlorine and bromine, with 
the severity of the chemical loss each year in both polar regions 
strongly modulated by meteorological conditions (temperatures 
and winds) and, to a lesser extent, by the stratospheric aerosol 
loading and the solar cycle. As noted in previous Assessments, 
the stratospheric halogen concentration resulting from the emis-
sions of ozone-depleting substances (ODSs) reached its peak in 
the polar regions around the turn of the century and has been 
gradually declining since then in response to actions taken under 
the Montreal Protocol and its Amendments and adjustments. 
The 2018 Assessment reported for the first time that signs of 
the onset of ozone recovery from the effects of ODSs had been 
detected over the Antarctic. More varied and more robust signs 
of the onset of recovery are now beginning to emerge; as the 
observational record lengthens, ozone hole recovery trends are 
expected to continue to become clearer against the background 
of natural variability. Nevertheless, the Antarctic ozone hole 
will continue to be a recurring phenomenon until the middle of 
the century, although with a decreasing average size and some 
interannual variability. The Arctic is more dynamically variable, 
precluding identification of a significant increase in Arctic ozone. 
Cold conditions conducive to substantial stratospheric ozone 
loss occur in some Arctic winter/spring seasons and are expect-
ed to continue to do so, interspersed with warmer years with 
little or no ozone depletion. Chemistry–climate model (CCM) 
projections largely confirm previous studies that, in both hemi-
spheres, springtime polar total column ozone (TCO) will return 
to 1980 historical levels around the middle of this century. For 
the Antarctic, the timing of this return depends mainly on the 
declining stratospheric halogen concentrations from decreasing 
ODS emissions, and the impact of climate change is small. In the 
Arctic, TCO is expected to return to 1980 levels earlier than in the 
Antarctic. This is because in the Arctic, springtime stratospheric 
ozone has a stronger dependence on the future greenhouse gas 
(GHG) emissions scenarios.

Observed changes in polar ozone
• The Antarctic ozone hole continued to appear each 

spring during the 2018–2021 period. The occurrence and 
character of recent ozone holes are consistent with the cur-
rent concentrations of ODSs and their small overall downward 
trend.

• Recent Antarctic ozone holes exhibited substantial 
interannual variability in size, strength, and longev-
ity: the 2019 ozone hole was the smallest since 2002, 
whereas 2020 saw a deep ozone hole of record dura-
tion. In 2019, a strong minor sudden stratospheric warming 
disrupted the evolution of the ozone hole, leading to the early 
termination of chemical ozone depletion and relatively high 
TCO. In contrast, in 2020 and 2021, weak atmospheric wave 

activity resulted in exceptionally persistent polar vortices. 
Despite decreasing ODS concentrations, the unusual dynam-
ical state of the stratosphere in 2020 and 2021 induced large 
and long-lasting late spring ozone holes.

• Recovery of Antarctic stratospheric ozone continues to 
progress. New results since the 2018 Assessment support 
the findings reported at that time that the Antarctic ozone hole 
has diminished in size and depth since the year 2000. The re-
markable Antarctic ozone holes in 2019, 2020, and 2021 do 
not challenge the findings of the emergence of recovery.

• Arctic total ozone reached exceptionally low values 
in spring 2020. A very stable, cold, and long-lived strato-
spheric polar vortex enabled halogen-catalyzed chemical 
ozone loss exceeding that observed during the previous re-
cord-breaking spring of 2011. The strong vortex also inhibited 
dynamical replenishment of ozone. The evolution of high-lat-
itude ozone in 2020 is successfully reproduced by model 
simulations, further substantiating our understanding of polar 
ozone chemistry.

• No statistically significant signature of recovery in Arctic 
stratospheric ozone over the 2000–2021 period has yet 
been detected. Observed Arctic ozone trends remain small 
compared to the year-to-year dynamical variability.

Understanding of factors controlling polar 
ozone

• An updated vortex-wide climatology of polar strato-
spheric cloud (PSC) occurrence and composition based 
on satellite data enabled advances in the understanding 
of particle formation mechanisms and trends. Evidence 
that heterogeneous nucleation on preexisting ice particles 
or foreign nuclei, such as meteoritic particles, is the typical 
formation process for the nitric acid trihydrate (NAT) parti-
cles that lead to denitrification has been strengthened. PSC 
occurrence in the Arctic early winter significantly increased 
between the 1980s (1978–1989) and the recent past (2006–
2018), while in the Antarctic, PSC occurrence was very similar 
in the two periods.

• The broad range of polar springtime TCO in recent years 
in both hemispheres is largely explained by differences 
in the magnitude of the dynamical forcing. Both the weak 
Antarctic ozone hole in 2019 and the record-low Arctic ozone 
in spring 2020 resulted from atypical dynamical conditions in 
the respective winters. Although exceptional, the evolution 
of polar ozone in both years was in line with current under-
standing of the chemical and dynamical factors controlling its 
abundance.

• September, and especially the first half of that month, 
is the period when the impact of ODSs on stratospher-
ic ozone over Antarctica can be quantified with the 

Chapter 4:  
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greatest certainty, and thus it represents the most suit-
able time window for monitoring ozone recovery. Until 
recently, most studies of Antarctic ozone depletion trends 
focused on longer time windows or later ones that included 
the months of October and November. New analyses indicate 
that September ozone has the largest sensitivity to decreas-
ing ODSs, and September observations show the strongest 
and the statistically most significant Antarctic ozone recovery 
rates.

• Model simulations with historical emissions scenarios 
indicate that decreasing atmospheric amounts of ODSs 
can explain the observed increase in Antarctic spring-
time ozone over the last two decades. Model simulations 
indicate that if ODS concentrations had remained at the peak 
values attained in the late 1990s, recent polar springtime 
ozone loss in both hemispheres would have been ~20 DU 
(~10%) larger than currently observed. Model simulations 
of unabated ODS emissions (i.e., allowing for a 3–3.5% yr –1 
increase in emissions since the mid-1980s) indicate that con-
ditions similar to those currently observed over Antarctica 
would have occurred in the Arctic in years with unusually sta-
ble and long-lived stratospheric vortices, such as 2011 and 
2020.

• Future commercial supersonic or hypersonic aircraft 
fleets would cause stratospheric ozone depletion. Both 
types of aircraft would potentially release substantial amounts 
of water vapor and nitrogen oxides (NOx) into the strato-
sphere, with concomitant strong effects on stratospheric 
ozone arising primarily through enhancement of NOx catalytic 
ozone destruction at cruise altitudes. This could reduce total 
column ozone by as much as 10%, depending on aircraft type 
and injection altitude, and would be most pronounced in the 
Northern Hemisphere polar region in spring and fall.

Future evolution of polar ozone
• The Antarctic ozone hole is expected to gradually close. 

September multi-model mean (MMM) TCO from updat-
ed CCM projections, based on full compliance with the 
Montreal Protocol and assuming the baseline estimate 
of the future evolution of GHGs (SSP2-4.5), returns to 
1980 values shortly after mid-century (about 2066, 
with a range between 2049 and 2077 arising from the 
spread in modeled dynamical variability). The October 
TCO MMM returns two years earlier, with a similar uncertainty 
range.

• The timing of the recovery of the ozone hole may be 
affected by anthropogenic climate change, with the 
MMM from updated CCM projections recovering ap-
proximately 15 years earlier for both SSP3-7.0 and 
SSP5-8.5 GHG scenarios. This sensitivity of Antarctic return 
date to different climate change scenarios was not evident in 
projections presented in previous Assessments. The small set 
of CMIP6 models included in this Assessment makes interpre-
tation of this scenario sensitivity difficult.

• Arctic springtime total ozone is expected to return 
to 1980 values near mid-century (about 2045, with a 
range between 2029 and 2051), based on full com-
pliance with the Montreal Protocol and assuming the 
baseline estimate of the future evolution of GHGs (SSP2-
4.5). This return date is around a decade later than projected 
by simulations in the previous Assessment using a different 
set of models and scenarios, but with considerable overlap 
of the large range. The timing of the recovery of Arctic TCO 
in spring will be affected by anthropogenic climate change. 
Consistent with previous Assessments, the new model simula-
tions confirm that in the Arctic, dynamical changes induced by 
enhanced GHG concentrations cause an earlier return of TCO 
to historical values than do reductions in ODSs alone.

• Future ozone depletion will be substantial in the Arctic 
during cold winters/springs as long as ODS concentra-
tions are well above natural levels. The projected strong 
increase in GHGs will cause cooling in the stratosphere. This 
effect, coupled with increases in stratospheric humidity from 
GHG warming of the tropical tropopause and increases in fu-
ture tropospheric CH4 emissions, will increase the potential 
for formation of PSCs in Arctic winter, leading to ozone loss.

• Noncompliant production (e.g., of CFC-11) could delay 
the recovery of ozone to 1980 values by several years 
by slowing the rate of decline of stratospheric chlorine. 
The magnitude of the delay depends on the total additional 
emissions. Additional emissions of 120–440 Gg of CFC-11 
over the period 2012–2019 are estimated to delay the re-
turn to 1980 levels for Antarctic column ozone by 0.5–3.1 
years. Emissions of uncontrolled very short-lived substances 
(VSLSs; e.g., chloroform [CHCl3], dichloromethane [CH2Cl2]) 
could also extend the timeframe for polar ozone recovery 
by the same mechanism, with the impact dependent on the 
amount of chlorine delivered to the stratosphere. The future 
magnitudes of emissions from noncompliant production and 
anthropogenic VSLSs are highly uncertain.
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Since the last Assessment, new research has continued to 
quantify, attribute and improve the understanding of long-term 
changes in stratospheric climate. New studies are assessed that 
quantify the effects of ozone-depleting substances and ozone 
changes on the climate system, including atmospheric tempera-
tures and circulation, the ocean and the cryosphere. The new re-
sults support the main conclusions from the previous Assessment.

Changes in stratospheric climate
• Stratospheric Temperature: The global middle and 

upper stratosphere continues to cool at a rate of ~– 0.6 
K decade–1 because of growing levels of well-mixed 
greenhouse gases (GHGs; primarily carbon dioxide 
[CO2]) and evolving stratospheric ozone in response to 
changing ozone-depleting substances (ODSs). Lower-
stratospheric temperatures have been near constant since 
the late 1990s. The overall evolution is consistent with the 
well-understood effects of ozone, ODSs, GHGs, stratospheric 
aerosols, and solar variability. This is in agreement with previ-
ous Assessments. 

• Stratospheric Water Vapor: Since the last Assessment, 
the understanding of processes that influence water 
vapor entry into the stratosphere has strengthened. 
Interannual variations in lower-stratospheric water vapor are 
quantitatively consistent with observed tropical tropopause 
temperatures, with small contributions from monsoon circu-
lations and overshooting convection. Models predict small 
multi-decadal increases in tropopause temperature and low-
er-stratospheric water vapor as a response to GHG increases, 
but these changes are still not evident within the variability of 
the observational records.

• Brewer-Dobson Circulation6 (BDC): 

 º The BDC in the lower stratosphere has accelerated 
in recent decades and is predicted to continue to 
accelerate in the future given continued increases 
in GHG abundances. This result is confirmed by mod-
els, observations, and reanalyses. New studies since 
the last Assessment confirm the attribution of the BDC 
acceleration by models to increases in GHGs and ODS-
induced ozone depletion over the last decades of the 
20th century. Model simulations indicate that the decline 
of ODSs and subsequent recovery of ozone should have 
acted to reduce the rate of BDC acceleration after the 
year 2000, but there is not yet sufficient analysis to deter-
mine whether this change has been detectable outside 
of the natural variability in the BDC. 

 º Estimates of past BDC trends in the middle and 
upper stratosphere based on observations 

continue to be opposite in sign from modeled 
trends. However, new observationally based estimates 
since the last Assessment bring observed trends closer 
to modeled trends. 

• Polar Vortex Trends and Variability: Recent extreme 
polar vortex events in both hemispheres caused strong 
variations of polar ozone. However, currently there is no 
evidence for a systematic trend toward more frequent 
polar vortex disruptions in either hemisphere. 

 º Two sudden stratospheric warming (SSW)7 events have 
been observed in the Southern Hemisphere (SH) since 
the start of comprehensive satellite records in 1979. 
New model studies show that this is consistent with 
model simulations, and no change in SSW frequency is 
necessary to explain this occurrence rate. The delay of 
the austral polar vortex breakup date, which in the past 
was driven by ozone depletion, is not expected to fully 
reverse by the end of the 21st century, due to the oppos-
ing effect of GHG increases under moderate and high 
emission scenarios.

 º In the Northern Hemisphere (NH), new studies con-
firm that changes in SSW frequency and in polar vortex 
strength are not robustly detected in the historical re-
cord, and future changes are not robust across models.

• Quasi-Biennial Oscillation (QBO)8: Since the last 
Assessment, there is more confidence that the ampli-
tude of the QBO will weaken in the future as a result of 
acceleration of the BDC, but there is still large uncertainty 
about any change in its periodicity and the associated ozone 
variability.

 º New model studies infer that further disruptions of the 
QBO, such as occurred in 2016 and 2019, might become 
more likely as a result of increasing GHGs.  

Ozone and ODS effects on climate
• Ozone and ODS Radiative Forcing (RF): New estimates 

confirm previous Assessments in that the RF from ODSs, 
including the indirect effect on ozone abundances, has 
been positive over the second half of the 20th century, 
contributing to anthropogenic GHG forcing. The newest 
best estimate of stratosphere-adjusted RF over the period 
1850–2011 from stratospheric ozone changes is –0.02 W m–2, 
with an uncertainty of ± 0.13 W m–2. The range in this RF re-
mains smaller than the RF from ODSs (0.337 W m–2). However, 
new studies reveal uncertainties in the estimation of radiative 
forcing, due to 1) rapid adjustments arising from tropospheric 
circulation changes and 2) uncertainties in modeled ozone 

Chapter 5:  
Stratospheric Ozone Changes and Climate

6 The global zonal mean circulation that transports mass, heat, and tracers in the stratosphere.
7 Based on an adapted SSW definition in the Southern Hemisphere; see Chapter 5, Section 5.2.6.1.
8 Quasi-periodic (period ~28 months) oscillation of stratospheric equatorial winds from easterly to westerly.
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trends. Since the late 1990s, the RF from ODSs and changes in 
stratospheric ozone abundances has remained approximately 
constant as a consequence of the Montreal Protocol.

• ODS Effects on Climate: There is new evidence since the last 
Assessment that suggests that the direct radiative effects of 
ODSs on climate not only contributed to global warming but 
also enhanced Arctic amplification9 in the late 20th century. 

• Role of Stratospheric Ozone in the Climate Response to 
GHG Forcing: Evidence suggests that GHG-induced ozone 
changes act to dampen the GHG-induced surface tempera-
ture warming. New estimates since the last Assessment con-
firm that this climate feedback by stratospheric ozone is neg-
ative but smaller than previously estimated. In addition, there 
is new evidence for an influence of stratospheric ozone on the 
tropospheric and stratospheric circulation response to GHGs 
via ozone-circulation coupling.      

• Relevance of Stratospheric Ozone-Circulation Coupling 
for Trends and Interannual Variability: 

 º Two-way ozone-circulation coupling modulates the 
effects of ozone depletion and recovery on SH strato-
spheric circulation trends, as well as stratospheric inter-
annual variability in the tropics and extratropics in both 
hemispheres.

 º There have been no detectable effects of long-term 
ODS-driven ozone trends in the Arctic on tropospheric 
and surface climate. Yet, new evidence shows that for 
individual years low springtime Arctic ozone can ampli-
fy existing stratospheric circulation anomalies and their 
subsequent influence on tropospheric circulation and 
surface climate. 

• Signature of Ozone Recovery in the Southern 
Hemisphere Circulation: 

 º Antarctic ozone depletion led to pronounced 
changes in the SH atmospheric circulation, as sum-
marized in the previous Assessments. New evidence 
suggests that the recovery of Antarctic ozone is now 
evident as changes in SH atmospheric circulation trends 
between the ozone depletion and recovery eras (the eras 
before and after roughly the year 2000, respectively). 
The observed changes in circulation trends are signifi-
cant at stratospheric altitudes but on the fringe of signifi-
cance in the troposphere; model simulations support the 
hypothesis that the changes in atmospheric circulation 
trends are driven by the onset of ozone recovery.

 º Climate simulations suggest that in the future the effects 
of ozone recovery will compete with the effects of GHG 
increases on SH tropospheric circulation changes, result-
ing in a poleward shift of the mid-latitude jet in all seasons 

under high GHG emissions scenarios but little change or 
even an equatorward shift of the jet in austral summer 
under low GHG emissions scenarios.

• Ozone-Induced Impacts on the SH Ocean and 
Cryosphere:

 º Ocean and Sea Ice: Observed upper Southern Ocean 
warming and freshening since the 1950s is driven pri-
marily by increasing GHGs. Stratospheric ozone deple-
tion plays a secondary role in the warming. In agreement 
with previous Assessments, ozone trends are unlikely to 
have driven the observed high-latitude sea surface tem-
perature cooling and weak sea ice changes since 1979. 
Ocean eddies continue to remain a source of uncertainty 
in the ocean’s response to wind changes.

 º Carbon Uptake: The Southern Ocean carbon uptake 
exhibits strong decadal variations. Ozone changes are 
unlikely to have substantially contributed to the observed 
net change in Southern Ocean carbon uptake, consistent 
with the conclusion from the previous Assessment. 

 º Antarctic Ice Sheet: New modeling evidence suggests 
that stratospheric ozone depletion could potentially 
have influenced the surface mass balance of the Antarctic 
ice sheet by enhancing precipitation over the continent 
in the latter part of the 20th century. However, the under-
lying processes whereby stratospheric ozone depletion 
influences continentwide precipitation are poorly con-
strained; further, observed Antarctic surface mass bal-
ance shows large variability. 

Climate impacts of the Montreal Protocol
• New evidence since the last Assessment shows that the 

decline in ODS emissions due to the implementation of the 
Montreal Protocol has already had an influence on SH circu-
lation trends due to the stabilization and slow recovery of the 
Antarctic ozone hole, leading to a change in trends in the aus-
tral summer tropospheric circulation.

• Recent modeling studies estimate that the Montreal Protocol 
has already resulted in the avoidance of 0.17 ± 0.06 K global 
surface warming and 0.45 ± 0.23 K of Arctic surface warming 
in 2020, and will likely avoid about 0.5–1 K (0.79 ± 0.24 K) of 
global surface warming by the mid-21st century compared to a 
scenario with uncontrolled ODS emissions.

• New evidence since the last Assessment suggests that the 
Montreal Protocol has also potentially avoided an additional 
0.5–1.0 K globally averaged surface warming by the end of 
the 21st century by protecting the terrestrial carbon sink from 
ultraviolet (UV) radiation damage, which would cause addi-
tional CO2 to remain in the atmosphere.

9 Arctic amplification refers to the ratio of Arctic warming (60–90°N) to global warming over a given time period.
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Since the 2018 Ozone Assessment global warming has con-
tinued, having now reached approximately 1.2 °C above prein-
dustrial levels. All climate model scenarios considered by IPCC 
(2021) indicate continued future warming beyond 1.5 °C above 
the preindustrial level, a limit that has been proposed to prevent 
further detrimental impacts. Ambitious mitigation and decar-
bonization efforts are required to minimize the likely overshoot 
of temperatures above this limit and to stabilize global surface 
temperatures in the future. However, with a temperature over-
shoot, irreversible impacts on the climate system may still occur. 
Stratospheric aerosol injection (SAI) has been suggested as a po-
tential mechanism for reflecting sunlight back to space, thereby 
offsetting some of the surface warming. Evidence from explosive 
volcanic eruptions and various model simulations has shown 
that increasing stratospheric sulfate aerosols can substantially 
cool the planet. SAI and other solar radiation modification (SRM) 
approaches may therefore be the only option to keep the global 
surface temperature below the limit of 1.5 °C. The amount and 
duration of SAI required would depend on how fast atmospheric 
greenhouse gas (GHG) concentrations are lowered through miti-
gation and decarbonization efforts.

While SAI could reduce some of the impacts of global warm-
ing, it cannot restore past climatic conditions and would very 
likely cause unintended consequences, including changes in 
stratospheric ozone concentrations. To date, Earth system mod-
els (ESMs) have performed simulations to provide information on 
the climate impacts, benefits, and risks of SAI. Little research has 
been done to quantify the effects of SAI on the stratospheric com-
position and total column ozone (TCO) in a multi-model setting, 
and even fewer studies have examined the effects of aerosol 
types other than sulfate. While existing studies do not suggest a 
deepening of the ozone hole beyond that already experienced, 
current shortcomings in model representation of required pro-
cesses limit confidence in the results.

This new chapter of the Ozone Assessment assesses the im-
pacts of SAI on stratospheric ozone through SAI-related changes 
in stratospheric chemistry and transport. The dependence of SAI 
effects on future climate change scenarios and injection strate-
gies, as well as uncertainties in our current understanding and 
model shortcomings, are assessed. Side effects and risks beyond 
the effects on stratospheric ozone are only briefly covered. It is 
well recognized that any potential future deployment of SAI is 
fundamentally linked to complex moral, ethical, and governance 
issues. These aspects are of critical importance but beyond the 
scope of this chapter, which will focus solely on physical science.

Framing SAI scenarios and strategies
• Based on the observed cooling after large volcanic 

eruptions and various model studies, stratospheric 
aerosol injection (SAI) has the potential to reduce global 
mean temperatures. However, SAI cannot fully offset 

the widespread effects of global warming and produces 
unintended consequences, including effects on ozone. 
Details of these effects depend on the specifics of the 
SAI scenario and injection strategies. SAI uses stratospher-
ic aerosols to reflect sunlight back to space, thereby cooling 
the planet. A straightforward offsetting of global warming 
from greenhouse gases (GHGs) cannot be achieved because 
SAI reduces a fraction of the incoming sunlight, which is 
seasonally and latitudinally dependent, while GHGs interact 
with terrestrial radiation and warm the planet more uniformly 
across latitudes and seasons. In addition, aerosol heating of 
the lowermost stratosphere by SAI using sulfate would result 
in further residual impacts, including changes in regional tem-
peratures, precipitation, and stratospheric ozone. Details of 
the future climate scenario, the SAI scenario (i.e., the degree 
of SAI cooling applied), and applied SAI strategy (i.e., the 
specifics of injection location, timing, and material for achiev-
ing predefined climate goals) determine the specifics of the 
resulting impacts and risks.

 º Changes in future ozone using SAI depend on de-
tails of future climate change and the degree of SAI 
cooling applied. The three different SAI scenarios 
considered in this report (Figure 6-2, reproduced 
here) result in significantly different future ozone. 
The “peakshaving” scenario (Panel A in Fig. 6-2) assumes 
delayed and then aggressive mitigation and carbon di-
oxide removal (CDR). SAI offsets the overshoot of the 
surface temperature target until greenhouse gases have 
been sufficiently reduced. The “strong SAI” scenario 
(Panel B) assumes a limited or no-mitigation high-warm-
ing future scenario, requiring continuously increasing 
SAI to keep surface temperatures from exceeding the 
climate target (dashed line). The “medium SAI” scenario 
(Panel C) assumes a limited or no-mitigation high-warm-
ing future scenario in which global warming is reduced 
to that of a moderate mitigation scenario (red line) by 
the deployment of SAI. A qualitative illustration of the 
required injection amounts for each scenario is shown in 
Panel D. The impacts on ozone of many other possible 
SAI scenarios have not been comprehensively studied to 
date. These scenarios currently do not include any socio-
economic feedbacks related to SAI.   

 º In model simulations, different injection strategies 
have been developed to mitigate some of the unin-
tended climate impacts of SAI. For the same scenario, 
the specifics of the injection strategy, including location, 
timing, and material, can be adjusted to better achieve 
desired global and regional climate targets and minimize 
regional changes. Some models include a feedback con-
trol algorithm to modulate annual stratospheric sulfur in-
jections in order to reach predefined climate temperature 

Chapter 6:  
Stratospheric Aerosol Injection and 

Its Potential Effect on the Stratospheric Ozone Layer
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goals and other impact-relevant targets. Adjustments of 
sulfur injection to account for climate feedback help in 
managing uncertainties and limiting some of the side ef-
fects of SAI. Different strategies change the effectiveness 
of SAI and its effects on stratospheric ozone.

SAI effects on radiation and temperature
• Multi-model comparisons reveal large uncertainties in 

forcing and surface cooling per unit of sulfur injected, 
which are attributed to differences in model complexity 
in representing key processes and details of SAI strate-
gies. Using sulfate aerosol, the efficacy of the radiative forc-
ing ranges between –0.04 and –0.1 W m–2 per Tg SO2 yr–1, 
and the resulting surface cooling ranges from 0.04 to 0.14 °C 
per Tg SO2 yr–1 based on a multi-model analysis. Continuous 
annual injection rates vary between 8 and 16 Tg of SO2 yr–1 

to cool the Earth by 1 °C; this range is approximately equiv-
alent to the estimated injection amount from Mount Pinatubo 
in 1991, which resulted in less than 0.5 °C global surface 
cooling. The significant uncertainties associated with these 
values are attributed to differences in model representations 
of stratospheric chemistry, transport, radiation, and aerosol 
microphysical processes, including differences in model reso-
lution. The choices of SAI injection location, timing, and mate-
rial influence the resulting stratospheric aerosol mass, optical 

depth, and surface area density (SAD), which determine both 
cooling efficacy and impacts on stratospheric ozone.

Mechanisms for SAI impacts on ozone
• Despite the limited number of model studies, some ro-

bust impacts of SAI on ozone have been identified. The 
combined effects of large-scale, long-term SAI on ozone 
are driven by 1) an increase in aerosol surface area, 2) 
stratospheric halogen concentrations, and 3) aero-
sol-induced heating of the stratosphere, which changes 
both stratospheric ozone chemistry and stratospheric 
dynamics. SAI impacts on total column ozone (TCO) are re-
gionally and seasonally dependent and result in ozone reduc-
tion in spring over Antarctica due to the increase in chemical 
ozone depletion. In contrast, an increase in TCO is possible 
(with increasing SAI amount) in the tropics, as well as in the 
winter Northern Hemisphere (NH) in mid- and high latitudes, 
due to increased tropical chemical ozone production rates 
and increased poleward transport. 

 º Enhanced stratospheric sulfate aerosol increases 
stratospheric heterogeneous chemical reaction 
rates and can enhance or deplete ozone depending 
on the altitude, latitude, and season. Net chemi-
cal ozone production rates decrease in the lower polar 
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Figure 6-2. Schematic diagram rep-
resenting the concept of three poli-
cy-relevant SAI scenarios: peakshaving 
scenario, strong SAI scenario, and me-
dium SAI scenario. Different lines illus-
trate global mean surface temperatures 
for future scenarios: a limited or no 
mitigation scenario leading to strong 
future global warming (black line); a 
so-called “overshoot scenario” that 
assumes strong mitigation and Carbon 
Dioxide Removal (CDR), and leads to a 
temporary overshoot of global mean 
temperatures above sustainable limits 
for some time (orange); a peakshaving 
scenario that applies temporary SAI 
to the overshoot scenario in order to 
prevent the increase in global mean 
temperature from exceeding these 
sustainable limits (purple line); and a 
moderate warming scenario (red). The 
blue arrows represent the approximate 
relative magnitude of the temperature 
impact of the applied SAI. The bottom 
right panel shows the stratospheric 
injection that is applied under each of 
these three scenarios.    
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stratosphere in winter and spring where halogen and 
hydrogen catalytic cycles are most important but in-
crease in the tropical mid-stratosphere where the nitro-
gen cycle is most important. The magnitude and sign of 
ozone changes depend on the details of the SAI aerosol 
distribution and the current stratospheric halogen and 
nitrous oxide concentrations, as well as on any changes 
in stratospheric water vapor due to changes in transport 
and temperature that occur in response to SAI.

 º Enhanced stratospheric sulfate aerosol also im-
pacts stratospheric temperature, transport, and 
chemistry, causing a general increase of ozone 
concentrations in the tropics and mid- to high lat-
itudes through enhanced transport from the trop-
ics to high latitudes. Increased sulfate aerosols in SAI 
scenarios heat the lower tropical stratosphere by 4.6 ± 
2.7 °C per   1 °C surface cooling, with variation across 
models and injection strategy. The heating induced by 
aerosols changes the vertical and horizontal transport in 
the stratosphere and polar vortex dynamics and leads to 
an acceleration of the lower branch of Brewer-Dobson 
Circulation (BDC). The stronger transport of ozone to 
high latitudes with SAI can overcompensate for the 
effects of ozone depletion, especially in the Northern 
Hemisphere winter in the strong SAI scenario. Heating 
of the tropopause results in increases in stratospheric 
water vapor. For any given scenario, the impacts of SAI 
on stratospheric temperature, transport, and dynamics 
are strongly model dependent.

SAI impacts on ozone in the future
• Future changes in TCO resulting from SAI would be in 

addition to changes driven by future climate condi-
tions and stratospheric halogen burden, as described 
in Chapters 3, 4, and 5. The SAI-related TCO changes 
depend on the required SAI injection rate, which is dif-
ferent for the three defined SAI scenarios (Figure 6-2). 
Compared to conditions without SAI, significant TCO 
reductions are expected in October over Antarctica for 
any SAI applications within the 21st century that are suf-
ficient to appreciably impact climate warming. 

 º In October over Antarctica, aerosol injection rates 
sufficient to achieve a 0.5 °C global cooling over 
the period 2020–2040 result in a reduction of TCO 
of around 58 ± 20 DU compared to no SAI. Smaller 
initial injection rates to achieve cooling of 0.2 °C 
between 2020 and 2040 result in a modeled reduc-
tion in TCO of 17 ± 9 DU. Large injection rates based 
on the peakshaving and strong SAI scenarios starting in 
2020 bring TCO close to the minimum values observed 
between 1990 and 2000, while smaller injection rates in 
the medium SAI scenario lead to less TCO reduction. The 
initial phase-in of SAI leads to relatively larger reductions 
in TCO over Antarctica in spring compared to a case 
without SAI because of nonlinearities in microphysical 
processes.

 º In October over Antarctica, the magnitude of TCO 
changes in the second half of the 21st century in-
crease with increasing injection rates. Injection 
rates and the resulting TCO reductions are scenario, 

strategy, and model dependent. Under the strong 
SAI scenario, with injections starting in 2020, model 
simulations suggest that Antarctic TCO is reduced  by 
around 55 ± 20 DU in October throughout the 21st cen-
tury and the ozone hole recovery is delayed between 
25 and 50 years. In this case, the effect of continually 
increasing injections is offset by the simultaneously de-
clining chlorine burden in response to Montreal Protocol 
provisions. SAI, therefore, counters some of the super 
recovery of TCO above 1980 values driven by increasing 
greenhouse gases. The medium SAI scenario results in a 
smaller TCO reduction of between 9 and 29 DU (based 
on three models), and the peakshaving scenario results 
in no significant ozone loss by 2100 due to SAI (based on 
one model).

 º In the Arctic in spring, SAI starting in 2020 to 
achieve global cooling of 0.5 °C by 2040 results in 
TCO reductions between 13 DU ± 10 DU and 22 ± 21 
DU compared to no SAI, with no significant chang-
es after 2040, based on results from two different 
models. The change in TCO for smaller initial injec-
tion rates is not significant. In the Arctic, chemical 
changes are in part offset by changes in dynamics, result-
ing in smaller SAI-induced changes of TCO compared to  
Antarctica. As a result, SAI only slightly offsets the super 
recovery of TCO in a high-GHG scenario. Modeled im-
pacts on TCO in the Arctic under the medium SAI scenar-
io are smaller and not significant. These results, which are 
based on ensemble means of zonal and monthly mean 
TCO comparisons, do not reflect possible larger region-
al ozone changes that may occur within the Arctic polar 
vortex for years with warm and cold vortex conditions.

 º In NH mid-latitudes in winter, increasing SAI to-
ward the end of the century in both the strong and 
medium SAI scenarios can lead to a significant TCO 
increase relative to that in a scenario with no GHG 
mitigation and without SAI. In both SAI scenarios, 
the increased heating in the tropical lower stratosphere 
causes increased transport of ozone from the tropics to 
mid- and high latitudes, resulting in a greater increase 
in TCO with injection amount. SAI, therefore, enhances 
the super recovery of TCO for a high-GHG scenario. No 
significant TCO changes occur in NH mid-latitudes in the 
peakshaving scenario.

Other side effects, risks, and limitations of SAI
• Limited aerosol injections in a peakshaving scenario 

minimize SAI-induced side effects and climate risks, 
including reductions in global precipitation, while cli-
mate impacts and risks increase in scenarios with less 
mitigation and more SAI. A portfolio of climate responses, 
including effective mitigation and decarbonization, limits the 
amount of SAI needed to maintain the global surface tem-
perature below specific targets. Since SAI offsets the warming 
from atmospheric GHGs, limiting SAI would reduce the risks 
associated with a potential abrupt termination of SAI. Such an 
abrupt termination would result in a rapid (within 10 years) re-
turn of climate to the non-SAI climate base state if SAI was not 
restarted. Other side effects induced by SAI, such as Eurasian 
winter warming and associated precipitation impacts and a 
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significant weakening of the Asian monsoon, depend on the 
amount of SAI. Ocean acidification depends mostly on atmo-
spheric carbon dioxide (CO2) concentrations and is impacted 
only to a small extent by SAI.

SAI using aerosols other than sulfates
• The use of aerosols other than sulfate is expected 

to change the effects on ozone via changes in het-
erogeneous chemistry and dynamics and transport. 
Comprehensive climate model simulations to quantify 
these effects have yet to be performed. Other aerosol 
types that absorb less solar radiation would heat the tropical 
lower stratosphere much less than sulfate. They are also poten-
tially more chemically inert and less impactful on stratospheric 
ozone. Materials that have been considered include calcium 
carbonate, titanium dioxide, aluminum oxide, and diamond. 
The effects on ozone are less certain for these alternate mate-
rials owing to the paucity of laboratory and modeling studies 
investigating them and the lack of natural analogs.

Evaluation of models
• The study of SAI is aided by natural analogs. Volcanic 

eruptions and pyrocumulonimbus events are useful, 
albeit imperfect, natural analogs for assessing SAI. 
Present-day Earth system models may not accurately simulate 
the effects of stratospheric aerosol perturbations on ozone 
and other side effects. Remote sensing and in situ observa-
tions of volcanic eruptions and pyrocumulonimbus (pyroCb) 
formation provide essential information on the stratospheric 
evolution of injected sulfur dioxide and resultant sulfate aero-
sol, which can be used to assess and improve SAI models. 
However, remote and in situ observations valuable for eval-
uating the effects of injected aerosols on the ozone layer are 
generally lacking. SAI scenarios with continuous aerosol (pre-
cursor) injections will produce different stratospheric aerosol 
distributions than pulse injections that occur with natural ana-
logs; therefore, accurately simulating these natural events is 
a necessary but not sufficient constraint on model fidelity in 
representing SAI.

Chapter 7:
Scenarios and Information for Policymakers

In its evaluation of future scenarios, this chapter uses reduced 
complexity models to calculate future impacts on ozone and cli-
mate. These models supplement the results from more complex 
models discussed in Chapters 3–6, with the added advantage that 
the simpler framework allows exploration of a greater number of 
scenarios and sensitivity experiments.

Post-Kigali Information of Interest 
• The Kigali Amendment to the Montreal Protocol, along 

with regional and national regulatory and voluntary ac-
tions taken before Kigali entered into force, is expected 
to substantially limit future climate forcing by HFCs. 
Assuming global compliance with the Kigali Amendment, it 
is expected that HFCs will cause a peak radiative forcing of 
about 100 mW m–2 by mid-century. This may be compared 
to some past projections of forcing absent the Kigali Amend-
ment or regulation under another convention, the highest 
being in excess of 400 mW m–2 in 2050, with substantial in-
creases after that. Given the regional and national regulatory 
and voluntary actions taken before Kigali entered into force, 
and assuming global adherence to the Kigali Amendment 
to the Montreal Protocol, the contribution of HFCs to global 
annual average warming is projected to be 0.04 °C in 2100 
(Chapter 2), with a continued decline after that time. 

• The elimination of all long-lived HFC emissions (includ-
ing HFC-23) from 2023 onward represents an extreme 

example of the potential opportunities for future HFC 
reductions and would reduce the average radiative 
forcing over 2023–2100 by 79 mW m–2, with additional 
benefits continuing after 2100. This is more than twice the 
benefit of eliminating all controlled ODS emissions from the 
baseline scenario and would reduce the warming attributable 
to all HFCs to less than 0.01 °C by 2100. Of the 79 mW m–2, 
51 mW m–2 arises from future production and usage of long-
lived HFCs (excluding HFC-23), 16 mW m–2 comes from future 
emissions from current banks, and 11 mW m–2 comes from 
emissions of HFC-23. 

• If emissions of HFC-23, a potent greenhouse gas, remain 
at the current relative level compared with HCFC-22 pro-
duction, HFC-23 has the potential to cause about half of 
the climate forcing (30 mW m–2) of all the other HFCs, 
combined, by 2100. HFC-23 is emitted into the atmosphere 
mainly as a by-product from the production of HCFC-22. 
Its emissions relative to the amounts of HCFC-22 produced 
have not changed much in recent years and are higher than 
would be expected if state-of-the-art destruction had been 
performed during the HCFC-22 production process. While 
the Kigali Amendment to the Montreal Protocol requires 
that HFC-23 be “destroyed to the extent practicable,” this 
requirement and the connected reporting of emissions went 
into effect only on 1 January 2020, and thus reporting is still in-
complete and the global response is unclear. Through 2019, 
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the emissions of HFC-23 as a fraction of HCFC-22 production 
indicate that a considerable part of the produced HFC-23 was 
still being released unabated into the atmosphere. 

• Other sources of HFC-23 emissions to the atmosphere 
may exist and could contribute to its atmospheric bur-
den. There could be contributions to HFC-23 abundances 
through formation and loss during the production of tetra-
fluoroethene (TFE) and from the incineration of HCFC-22. 
Furthermore, direct emissions could grow from the use of 
HFC-23 in low-temperature refrigerants, although it is not the 
only refrigerant used in this application. 

• The Kigali Amendment’s control of high-GWP HFCs is 
expected to lead to overwhelmingly positive climate 
benefits. Nevertheless, there is a potential for certain 
negative side effects. Hydrofluoroolefins (HFOs) are in-
creasingly used for replacing high-global warming potential 
(GWP) HFCs in refrigeration, foam blowing, and various other 
applications. This replacement leads to less climate change. 
However, high-volume usage of CCl4 (carbon tetrachloride) as 
a feedstock in the production of HFOs, a usage and produc-
tion not controlled by the Montreal Protocol, could lead to 
sustained elevated abundances of CCl4 if current techniques 
are continued and some fraction of feedstock production con-
tinues to be emitted. A second side effect is that HFO-1234yf 
emitted into the atmosphere will be fully converted to the sta-
ble trifluoroacetic acid (TFA; see below).

• Trifluoroacetic acid (TFA), which is produced in the at-
mosphere from the degradation of HFCs, HCFCs, HFOs, 
and HCFOs, is not expected to harm the environment 
over the next few decades, although some regional 
concerns have been raised; periodic evaluation of this 
assessment is suggested, as important gaps in our un-
derstanding remain. This assessment is based on updated 
estimates of the TFA formation from current atmospheric con-
centrations of HFCs and HCFCs (hydrochlorofluorocarbons) 
and their projected decline, as well as the expected increas-
ing abundance of HFOs as HFC and HCFC replacements 
within the next years. With long-lived HFCs being replaced 
with high-TFA-producing, short-lived HFOs, more TFA will be 
formed in the atmosphere. Because of the shorter lifetime of 
HFOs, this TFA is expected to be deposited nearer to the loca-
tion of emissions. Other anthropogenic sources of TFA, such 
as the incineration of polytetrafluoroethene (PTFE), could also 
contribute. In view of changing and potential unknown sourc-
es, concentrations of TFA should be monitored for changes 
in different parts of the environment, with a special focus on 
highly populated regions and on the remote ocean. 

Updates on the Climate Impact of Gases Con-
trolled by the Montreal Protocol

• In the baseline scenario, future emissions of HFCs (ex-
cluding HFC-23), HFC-23, HCFCs, and CFCs contribute 
approximately 68, 11, 9, and 9 mW m–2 to radiative 
forcing, respectively, averaged over the 2023–2100 
period. Of the 68 mW m–2 from HFCs, 51 mW m–2 arise from 
future production. For reference, CO2 (carbon dioxide) emis-
sions from fossil fuel usage over this time period are projected 
to contribute an average of about 3250 mW m–2 in the SSP2-
4.5 scenario. The total radiative forcing from CFCs, HCFCs, 

and their HFC replacements is projected to continue to re-
main roughly constant for the next decade or two. After about 
2040, the ODS and HFC restrictions of the Montreal Protocol, 
if adhered to, are expected to ensure a continued decline 
in the total RF from ODSs and their replacements. Previous 
expected increases in RF driven by projected HFC increases 
throughout the century are now mitigated by assumed com-
pliance with the Kigali Amendment.

• The effective radiative forcing of the halocarbons has 
been revised to encompass lower values due to a larg-
er range of estimated negative forcing from the ozone 
depletion they cause. This offset of the halocarbon direct 
radiative forcing remains highly uncertain.  

Ozone-Depleting Substances (ODSs) and 
Their Replacements: Impacts on Ozone and 
Climate 

Below, we discuss potential trajectories of equivalent effec-
tive stratospheric chlorine (EESC; a proxy for ozone depletion) 
and radiative forcing (a proxy for climate change) that result 
from our current understanding of the emissions of individual 
gases or groups of gases and the processes that lead to these 
emissions. We reference these potential changes to the so-called 
baseline scenario, which should be considered a plausible future 
pathway for these gases that is consistent with the controls of the 
Montreal Protocol. The specific assumptions made in the base-
line scenario can be extremely important to the results. Note 
that the combined impact of changing assumptions is not always 
simply the addition of each of the changes. It is also important 
to recognize that the return date of EESC to 1980 levels is quite 
sensitive to any change in the EESC concentration because of 
the relatively small rate at which the EESC is projected to decline 
around the middle of this century. While a change in the return 
date to 1980 EESC levels measured in tenths of years or even a 
few years cannot be discerned in the atmosphere, primarily due 
to natural variability, this metric can be useful for comparing var-
ious alternative ODS scenarios.

It should also be noted that the EESC formalism adopted 
here is the same one that was applied in Appendix 6C of the  2018 
Assessment and reflects our improved scientific understanding of 
EESC (see Section 7.3). This alters the time evolution of EESC and 
dates when EESC returns to 1980 levels when compared with the 
older approach used in the main part of Chapter 6 of the 2018 
Assessment, but it has little effect on the relative impacts of the 
various alternative future scenarios.  If EESC comparisons are 
made with the 2018 Assessment, it is most appropriate to com-
pare to those found in Appendix 6C rather than Table 6-5 of that 
Assessment.

• Changes in the current baseline scenario lead to a delay 
in the return of mid-latitude and polar EESC to 1980 lev-
els by 4 years and 7 years, respectively, compared with 
the baseline scenario in the previous Assessment. This 
is due mainly to a larger assessed CFC-11 bank, and to 
a lesser degree, to a larger assessed CFC-12 bank. The 
larger bank for CFC-11 does not include any explicit increase 
due to unreported production over the past decade, as that 
amount is highly uncertain. 

• The unexpected emissions of CFC-11 declined after 
2018. The continued elimination of this emission and 
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the production that has caused it will prevent a substan-
tial impact on ozone and climate. Cumulative unexpected 
emissions over 2012–2019 have been estimated at 120–440 
Gg. Since then, these annual emissions have diminished sub-
stantially from their peak amount. The integrated emissions 
over this period are calculated to lead to a delay in the return 
of mid-latitude EESC to 1980 levels by about one year and to 
cause an additional radiative forcing of 2 mW m–2 averaged 
over 2023–2100. It is unclear how much of the production 
that led to these emissions has gone into banks, as opposed 
to having already been emitted. If the unexpected emissions 
over 2012–2019 were associated with the production of insu-
lating foams, it is estimated that they would have accounted 
for 25% to 45% of the unreported production, with the rest 
(146–1320 Gg) going into the CFC-11 bank. The impact of 
any increase in the bank can be estimated from knowing that 
a hypothetical 1000 Gg added to the 2020 bank delays the 
return of mid-latitude EESC to 1980 levels by almost four years 
and leads to an additional averaged radiative forcing over 
2023–2100 of about 6 mW m–2. 

• The hypothetical elimination of all future ODS emis-
sions would bring forward the return of mid-latitude 
and polar EESC to 1980 levels by 16 years and 19 years, 
respectively, and increase the average of global strato-
spheric ozone levels in the period 2020–2070 by about 
2 DU. It would also reduce average radiative forcing by 31 
mW m–2 averaged over 2023–2100. These emissions are 
dominated by the release from current banks, with a smaller 
contribution from future production of ODSs that is controlled 
by the Montreal Protocol and emissions associated with pro-
duction intended for feedstock purposes. Estimates of bank 
sizes are highly uncertain though; the bank approach used in 
the scenarios here has resulted in substantially larger 2020 
banks than estimated in the previous Assessment. 

• In the baseline scenario, future emissions from current 
CFC banks contribute more to EESC than do emissions 
from either HCFC banks or halon banks. However, given 
the uncertainty in estimates of current bank sizes, these differ-
ences are likely not statistically significant. An elimination of 
the emissions from the CFC banks are calculated to bring for-
ward the return of mid-latitude EESC to 1980 levels by about 
5 years. In this chapter, there is no evaluation made regarding 
the accessibility of various banks in terms of recapture and 
destruction.

• In the baseline scenario, future emissions from current 
HCFC banks contribute more to climate change than do 
future emissions from either CFC banks or halon banks. 
However, the differences in the climate impacts between the 
banks of HCFCs and CFCs are likely not statistically significant. 
Again, there is no evaluation made regarding the accessibility 
of various banks in terms of recapture and destruction.

• Elimination of future emissions of methyl bromide 
(CH3Br) from quarantine and preshipment (QPS) ap-
plications, not controlled by the Montreal Protocol, 
would accelerate the return of mid-latitude and polar 
EESC to 1980 levels by about two years and would in-
crease globally averaged total ozone by 0.2 DU when 
averaged over 2020–2070. Production for QPS use has 
remained relatively stable over the last two decades and now 
constitutes almost 99% of reported production of CH3Br, 

since emissions from other uses have declined dramatically. 
Non-QPS applications of CH3Br were completely phased out 
in 2015, except for approved critical use exemptions (CUEs). 
These CUEs have declined by a factor of ~200 since 2005 and 
make up the remaining ~1% of reported production. CH3Br 
has little direct impact on climate.

• Otherwise-controlled ODSs have increasingly been 
used as feedstocks. With estimated emission rates of 
2–4% (4.3% for CCl4) from the produced ODSs, this 
has resulted in estimated emissions associated with 
ODS feedstock applications of 37–59 Gg (15–19 ODP-
Gg) in 2019. The influence on ozone of these emissions 
was dominated by emissions from the feedstock use 
of CCl4. When compared to the baseline scenario, in 
which these emissions continue at current levels, an 
elimination of emissions associated with feedstock use 
would bring forward the return of mid-latitude and 
polar EESC to 1980 levels by about 4 and 5 years, re-
spectively. Between 2009 and 2019, the mass of ODSs used 
as feedstocks, which is not controlled under the Protocol, 
increased by 75%. When expressed in units of Gg ODP (Gg 
multiplied by the ozone depletion potential), the increase in 
feedstock-linked production was only 41% over the same pe-
riod, as HCFC-22, with a relatively low ODP, was responsible 
for the highest growth. Eliminating all these emissions in the 
future would reduce averaged radiative forcing by 6 mW m–2 
compared with the baseline scenario.

• Of the feedstock production reported, estimated emis-
sions from CCl4 and HCFC production dominate the 
impact on climate over the coming decades. These two 
groups lead to an increased average radiative forcing 
over 2023–2100 of 5 mW m–2 in the baseline scenario. 
The size of this climate effect is dependent on the assumptions 
made in the baseline scenario regarding feedstock produc-
tion growth.

• CCl4 feedstock production and usage increased by a 
factor of about two within the last decade. If CCl4 emis-
sions associated with these allowed uses continue to 
grow through 2030 as they have been growing over 
the past decade, future CCl4 atmospheric concentra-
tions will decline more slowly and will be about twice 
as high (+20 ppt) in 2100 than in the baseline scenario, 
in which feedstock-related emissions remain constant. 
As reported in the 2018 Assessment, CCl4 emissions inferred 
from atmospheric observations continue to be considerably 
higher than those estimated from feedstock uses, as reported 
to the United Nations Environment Programme (UNEP), and 
other known sources. CCl4 emissions related to its feedstock 
production and usage have been assessed to be 4.3% of the 
produced amount of CCl4, with a relatively large associated 
uncertainty. Calculated as ODP-weighted emissions, the 
emissions from feedstock use of CCl4 in 2019 was 11.2 ODP-
Gg yr–1, or 60–74% of all feedstock-related emissions. This is 
important, as the usage of CCl4 is projected to continue to 
increase because of its application in the growing production 
of HFOs in the replacement of the long-lived HFCs. An elim-
ination of all future CCl4 emissions associated with feedstock 
usage would reduce radiative forcing by about 2 mW m–2 
compared with the baseline scenario when averaged over 
2023–2100.
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• In addition to CCl4, the most important contributions to 
ODP-weighted emissions from other ODSs used as feed-
stock are from CFC-113 and CFC-114 (2.3–4.6 ODP-Gg), 
from HCFC-22 (0.5–1.1 ODP-Gg), and from the sum of 
other HCFCs (0.1–0.3 ODP-Gg), with the highest con-
tribution from HCFC-142b. These are based on estimated 
emissions of 2–4% relative to the production amount. The 
increased use of HCFC-22 and other HCFCs as feedstocks for 
fluoropolymer production within the last decades is expected 
to continue into the future. On the other hand, the usage of 
feedstock chemicals for the production of HFCs will likely de-
cline because of the Kigali Amendment. 

• The production and usage of short-lived chlorinated 
solvents is not controlled by the Montreal Protocol, and 
some are used in large amounts. Their impact on strato-
spheric ozone, and their ODPs, vary depending on the 
season and location of emissions and could grow in the 
future even as emissions from long-lived ODSs decline. 
More than 1600 Gg of CHCl3 (chloroform) are used as feed-
stock in the production of HCFC-22. Emissions from CHCl3 
used as a feedstock are comparable to its solvent emissions. 
CH2Cl2 (dichloromethane), TCE (trichloroethene), and PCE 
(perchloroethene) are also used as feedstock chemicals, al-
though their emissions are dominated by emissive uses (e.g., 
from solvents).

• Sustained increases in anthropogenic chlorinated very 
short-lived substance (VSLS) emissions, as seen for 
CH2Cl2 over the last two decades, would lead to more 
stratospheric ozone depletion in the future. While ob-
served growth rates of CH2Cl2 have been highly variable and 
future projections are believed to be highly uncertain, emis-
sions have continued to increase since the last Assessment. If 
emission rates remain constant at their present level into the 
future, CH2Cl2 is projected to deplete 0.8–1.7 DU averaged 
over 2020 to 2070 compared to a case of zero future emis-
sions. Any reduction in the production and consumption of 
CH2Cl2 would have a rapid impact on ozone, since this VSLS is 
both emitted soon after production and is cleansed out of the 
stratosphere within a few years. 

• A reduction in future N2O emissions from that in the 
baseline scenario (SSP2-4.5) to that in the SSP scenario 
with the strongest N2O mitigation (SSP1-1.9) results in a 
0.5 DU increase in ozone averaged over 2020 to 2070, 
or about one-quarter of the impact of eliminating all 
emissions from controlled ODSs beginning in 2023. This 
emission reduction also leads to a radiative forcing reduction 
of 43 mW m–2 averaged over 2023–2100. The magnitude of 
this N2O reduction represents a decrease in anthropogenic 
N2O emissions of 3% compared with the baseline scenario 
when averaged over 2020 –2070.

Impacts of Mitigation Options and Particular 
Scenarios

Figure 7.1 (also shown as Figure ES-8 in this document) 
shows the ozone and climate-relevant changes that would 
occur if various actions were to be taken. These changes are 
shown as the differences in global total column ozone av-
eraged over 2020–2070 and in radiative forcing averaged 
over 2023–2100, both relative to the baseline scenario, 

which includes the Kigali Amendment controls for HFCs in 
Annex F, Group 1. The options available to hasten the recovery 
of the ozone layer are somewhat limited, mostly because past ac-
tions have already been very successful at reducing emissions of 
ODSs and their replacements.

• For the ODSs, the single most effective ozone depletion and 
climate change mitigation option, not considering technical 
feasibility, is bank recapture and destruction of the CFC banks; 
however, large uncertainties in the CFC-11 and CFC-12 banks 
have been reported in the literature, with the recent produc-
tion associated with the unexpected emissions of CFC-11 fur-
ther adding to uncertainties in the bank sizes. Furthermore, 
no assessment has been made here regarding the fraction of 
the banks that are accessible for capture or the fraction that 
are active.

• For CH3Br, elimination of production for currently uncon-
trolled QPS applications is shown.

• For CCl4, the impact of eliminating emissions from controlled 
production starting in 2023 is shown. 

• For CH2Cl2, an uncontrolled ozone-depleting gas with an at-
mospheric lifetime of ~180 days, future emissions continue to 
have the potential to lead to more ozone depletion than emis-
sions from many of the other alternative scenarios explored 
here. CH2Cl2 is emitted mainly from Asia, and emissions and 
concentrations have been growing steadily in recent years. 

• For N2O, the impacts of a strong mitigation scenario (SSP1-1.9) 
are compared to the base-line scenario (SSP2-4.5). 

• For HFCs, the impact of a hypothetical complete global 
phaseout of production (excluding HFC-23) starting in 2023 
is shown. An additional scenario is included in which HFC-23 
emissions are reduced to virtually zero, consistent with the 
current best practice of incineration, rather than the assumed 
emissions rate of 1.6% of HCFC-22 production included in the 
baseline scenario, in order to show the effect of nearly elimi-
nating by-product emissions.

Updates on Impacts of Greenhouse Gases 
and Other Processes on Future Stratospheric 
Ozone

In this section, we summarize potentially important impacts 
on the future of the ozone layer that could result from anthro-
pogenic activity not associated with ODS or replacement pro-
duction and consumption and thus that is not controlled by the 
Montreal Protocol. Net stratospheric cooling, which is projected 
in many scenarios due to increases in greenhouse gas concen-
trations, is predicted to lead to increases in upper-stratospheric 
ozone at all latitudes, with a more complex pattern of ozone 
changes in the lower stratosphere, including a decrease at tropi-
cal latitudes driven by changes in dynamics and transport; these 
processes are discussed in detail in Chapters 3 and 4. Potential 
climate intervention activities that may affect ozone are dis-
cussed in Chapter 6.

• Our ability to accurately predict future changes in the 
ozone layer continues to be limited more by uncertain-
ties in the future levels of CO2, CH4 (methane), and N2O 
than by uncertainties in the levels of ODSs. Global mean 
tropospheric warming, as well as stratospheric cooling, will 
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drive ozone changes through both atmospheric circulation 
and chemistry, while changing CH4 and N2O will lead to fur-
ther changes in the chemistry associated with stratospheric 
ozone. Future ozone levels depend on the path of green-
house gas emissions and aerosol abundances, as well as the 
sensitivity of the climate system to these emissions. 

• Rocket launches presently have a small effect on total 
stratospheric ozone (much less than 0.1%). However, 
rocket systems using new propellants (e.g., hydrogen 
and methane) could exert a substantial influence in the 
future. The future scenarios of space industry emissions con-
sider the potential for a significant increase in launch rates, 
the adoption of new launch-vehicle propellants, and an in-
crease in middle-atmosphere aerosol and the production of 
NO (nitrogen monoxide) by reentering space debris. Many of 
the impacts of rocket activity involve chemistry and radiative 
interactions that are poorly understood and, in some cases, 
not yet studied. Furthermore, the planned development of 
massive low-Earth orbit satellite constellations (megaconstel-
lations) could cause particulates resulting from space debris 

reentry to become comparable to that from launch emissions; 
little is known about the impacts of reentry particles, and their 
accumulation in the stratosphere has not been modeled. The 
uncertainties in these processes and in any potential new 
emission sources limit the confidence level of predictions of 
present and future impacts of space industry emissions on 
stratospheric ozone. Periodic assessment and critical knowl-
edge gap identification are warranted.

• The influence of hydrogen as an energy carrier on 
stratospheric ozone remains uncertain. Hydrogen-based 
energy will likely play a role in a future non- or reduced-fossil 
economy. However, if it is not a dominant energy carrier, it is 
unlikely that it will significantly affect ozone. This statement 
should be reevaluated periodically.

• The impacts of supersonic aircraft on stratospheric 
ozone are discussed in Chapter 4. 

• Climate intervention approaches that affect the strato-
spheric ozone layer are discussed in Chapter 6. 

Errata (January 2023)

Executive Summary Introduction:
• The definition of Ozone Depleting Substances was corrected in the Terminology.
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The Jungfraujoch research station in Switzerland is one of many observatories in the Advanced 

Global Atmospheric Gases Experiment (AGAGE) network from which scientists monitor changes 
in atmospheric composition that affect both ozone depletion and climate change.
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This chapter concerns atmospheric changes in ozone-de-
pleting substances (ODSs), such as chlorofluorocarbons (CFCs), 
halons, chlorinated solvents (e.g., carbon tetrachloride [CCl4] 
and methyl chloroform [CH3CCl3]) and hydrochlorofluorocar-
bons (HCFCs), which are controlled under the Montreal Protocol. 
Furthermore, the chapter updates information about ODSs not 
controlled under the Protocol, such as methyl chloride (CH3Cl) 
and very short-lived substances (VSLSs). In addition to depleting 
stratospheric ozone, many ODSs are potent greenhouse gases. 

Mole fractions of ODSs and other species are primarily 
measured close to the surface by global or regional monitoring 
networks. The surface data can be used to approximate a mole 
fraction representative of the global or hemispheric tropospheric 
abundance. Changes in the tropospheric abundance of an ODS 
result from a difference between the rate of emissions into the 
atmosphere and the rate of removal from it. 

• The total amount of chlorine and bromine from ODSs 
that were controlled under the original Montreal 
Protocol is continuing to decline, as the overall emis-
sions are smaller than the rate at which these ODSs are 
destroyed. Abundances of many of the first-stage re-
placement compounds, HCFCs, are now increasing very 
slowly or not at all.  

Tropospheric Chlorine (Cl)
Total tropospheric chlorine is a metric used to quantify the 

combined globally averaged abundance of chlorine in the tro-
posphere due to the major chlorine-containing ODSs. The contri-
bution of each ODS to total tropospheric chlorine is the product 
of its global mean tropospheric mole fraction and the number of 
chlorine atoms it contains. 

• Total tropospheric chlorine from ODSs continued to de-
crease between 2016 and 2020. Total tropospheric chlo-
rine in 2020 was 3220 ppt (where ppt refers to parts per tril-
lion as a dry air mole fraction), about 1.8% lower than in 2016 
and 12% lower than its peak value in 1993. Of the 2020 total, 
CFCs accounted for about 60%, CH3Cl for about 17%, and 
CCl4 and HCFCs each for about 10%. The contribution from 
CH3CCl3 has now decreased to 0.1%. Very short-lived source 
gases (VSL SGs), as measured in the lower troposphere, con-
tributed approximately 3.5%.

 º During the period 2016–2020, the observed rate of 
decline in tropospheric chlorine due to controlled sub-
stances was 15.1 ± 2.41 ppt Cl yr−1, which is larger than 
during the 2012–2016 period (12.8 ± 0.8 ppt Cl yr−1). 
This rate of decrease was close to the projections in the 
previous Assessment. The net rate of change was the re-
sult of a slightly slower than projected decrease in CFCs 

and a slower HCFC increase than in the 2018 A1 projec-
tion scenario. 

 º When substances not controlled under the Montreal 
Protocol are also included, the overall decrease in tro-
pospheric chlorine was 15.1 ± 3.6 ppt Cl yr−1 during 
2016–2020. This is larger than the rate of decline during 
the 2012–2016 period (3.6 ± 4.7 ppt Cl yr−1) and com-
parable to the rate of decline in controlled substances. 
Changes in the predominantly anthropogenic dichloro-
methane (CH2Cl2) and the largely natural CH3Cl largely 
canceled each other out, resulting in almost no net 
change in Cl from uncontrolled substances during this 
period. 

• Starting around 2018, the rate at which the CFC-11 mole 
fraction was declining in the atmosphere accelerated 
again, following a slowdown since 2013. These recent 
changes are largely due to a decrease in emissions orig-
inating mostly from northeastern China. Assuming no 
impact from changes in atmospheric circulation, global emis-
sions increased from about 57 Gg yr−1 (= kt yr−1) in 2012 to 
around 78 Gg yr−1 in 2017; after 2018, they then decreased to 
approximately 47 Gg yr−1 in 2020. Emissions from northeast-
ern China explain 60 ± 40% of the 2012–2018 increase and 
60 ± 30% of the subsequent decrease. There is evidence that 
other recent significant emission regions include the Arabian 
and Indian subcontinents. If these renewed global emissions 
are associated with uses that substantially increase the size of 
the CFC-11 bank, further emissions resulting from this produc-
tion would be expected in the future.

• During 2016–2020, mole fractions of CFC-12 decreased 
by about 2.8%, which is comparable to the decrease 
during 2012–2016 (~2.3%). Estimates of global CFC-12 
emissions in 2016 and 2020 were similar within uncertainties, 
at 33 ± 21 Gg yr–1 and 25 ± 20 Gg yr–1, respectively. CFC-11 
and CFC-12 are often co-produced, and atmospheric obser-
vations have confirmed a decrease in CFC-12 emissions from 
northeastern China from 3.3 ± 1.4 Gg yr–1 in 2016 to 0.5 ± 0.5 
Gg yr–1 in 2019.

• The CFC-113 global mole fraction has continued to de-
crease, but emissions remained constant within uncertainties 
at around 6 ± 6 Gg yr–1 between 2016 and 2020.

• Mole fractions of CFC-114 remained stable during 2016–
2020, whereas those of CFC-13, CFC-113a, and CFC-115 
continued to rise, and mole fractions of CFC-112a and 
CFC-114a exhibited positive growth after previously 
showing near-zero change. Total Cl from the latter five 
CFCs increased from 16.0 ± 0.3 ppt in 2016 to a total of 17.2 
± 0.3 ppt Cl in 2020. These findings likely indicate an increase 

1 Uncertainties in absolute changes of atmospheric abundances were derived using the 1 standard deviation measurement uncertainties (where appropriate combined as the 
square root of the sum of their squares) and the bootstrap algorithm described in Barreto and Howland (2006). Similar to the procedure described in Leedham Elvidge et al. 
(2018), and to represent atmospheric variability, data was converted to a dataset comprised of 1) original data, 2) original data minus measurement uncertainty and 3) original 
data plus measurement uncertainty. This dataset was then resampled (with replacement) 1000 times to derive a standard deviation that is a realistic representation of the uncer-
tainty of the entirety of the original data.

SCIENTIFIC SUMMARY



Chapter 1

58

or stabilization of the emissions of these relatively low abun-
dance compounds. While some of these emissions are known 
to originate from eastern China, the primary processes re-
sponsible are unknown. 

• The rate at which CCl4 has declined in the atmosphere 
remains slower than expected from its reported use as 
a feedstock and its removal rate from the atmosphere, 
which indicates ongoing emissions of around 44 ± 15 
Gg yr−1. This is likely, at least in part, due to feedstock emis-
sions from the production of chloromethanes and perchloro-
ethylene and from chlor-alkali plants. Global CCl4 emission 
estimates based on atmospheric observations are now more 
accurate than in the last Assessment due to an improved life-
time estimate.

• Emissions of CCl4 in eastern China over the period 
2013–2019 show year-to-year variability likely relat-
ed to CFC-11 production. Emissions increased after 2013, 
reaching 11.3 ± 1.9 Gg yr–1 in 2016, and decreasing to 6.3 ± 
1.1 Gg yr–1 in 2019. 

• Total tropospheric chlorine from HCFCs has continued 
to increase, reaching 320 ± 3 ppt in 2020. There is evi-
dence of a slowdown of this increase, as the annual average 
growth rate of total chlorine from HCFCs decreased from 5.9 
± 1.3 ppt Cl yr–1 during 2012–2016 to 2.5 ± 0.4 ppt Cl yr–1 
during 2016–2020.

• Combined emissions of the major HCFCs have declined 
since the previous Assessment. Emissions of HCFC-22 
and HCFC-142b likely declined between 2016 and 2020, 
while emissions of HCFC-141b, after an initial drop, likely rose 
year-on-year since 2017, amounting to a total rise of ~4.5 Gg 
during 2017–2020. These findings are consistent with a sharp 
drop in reported HCFC consumption after 2012, particularly 
from Article 5 countries. 

• Continued emissions of the compounds HCFC-124, HCFC-
31, HCFC-132b, and HCFC-133a have been inferred from 
atmospheric measurements. HCFC-132b is yet another newly 
detected HCFC, and its atmospheric mole fractions, while 
currently small, continue to increase.

Tropospheric Bromine (Br)
Total tropospheric bromine is defined in analogy to total 

tropospheric chlorine. Even though the abundance of bromine 
is much smaller than that of chlorine, it has a significant impact 
on stratospheric ozone because it is around 60–65 times more 
efficient than chlorine as an ozone-destroying catalyst.

• Total tropospheric bromine from controlled ODSs 
(halons and methyl bromide [CH3Br]) continued to de-
crease, and was 13.9 ppt by 2020, 3.2 ppt below the 
peak levels observed in 1999. From 2012 to 2016, total 
controlled bromine declined at a rate of 0.15 ± 0.14 ppt Br yr−1 
(about 1% yr−1). This rate increased to 0.18 ± 0.05 ppt Br yr−1 
during 2016–2020, with halons contributing about 60% to 
the overall decline. 

• The mole fractions of halon-1211, halon-2402, and 
halon-1202 continued to decline between 2016 and 
2020. There was no significant change in the mole 
fraction of halon-1301 between 2016 and 2020. This 
ODS is, at ~3.3 ppt, now the most abundant halon in 

the atmosphere. Emissions of halon-2402, halon-1301, and 
halon-1211, as derived from atmospheric observations, de-
clined or remained stable between 2016 and 2020. 

• CH3Br annually averaged mole fractions showed little 
net change between 2016 and 2020. The small increase 
(2–3%) observed between 2015 and 2016 was com-
pensated by a small decrease (4%) largely taking place 
during 2016–2017. The 2020 mole fraction was around 
6.6 ppt, a reduction of 2.6 ppt from peak levels measured 
between 1996 and 1998. Reported quarantine and pre-ship-
ment (QPS) consumption was relatively stable from 1996 to 
2020.  

Halogenated Very Short-Lived Substances 
(VSLSs)

VSLSs are defined as trace gases whose local lifetimes are 
shorter than 0.5 years and have non-uniform tropospheric abun-
dances. These local lifetimes typically vary substantially over 
time and space. Of the very short-lived source gases (VSL SGs) 
identified in the atmosphere, brominated and iodinated species 
are predominantly of oceanic origin, while chlorinated species 
have significant anthropogenic sources. VSLSs that reach the 
stratosphere will release the halogen they contain almost im-
mediately and will thus play an important role for lower-strato-
spheric ozone in particular. Due to their short lifetimes and their 
atmospheric variability, the quantification of their contribution is 
much more difficult and has much larger uncertainties than for 
long-lived compounds.

• Total tropospheric chlorine from VSL SGs in the back-
ground lower atmosphere is dominated by anthropo-
genic sources. It continued to increase between 2016 
and 2020, but its contribution to total stratospheric 
chlorine remained small. Global mean chlorine from VSLSs 
in the troposphere has increased from about 103 ppt in 2016 
to about 113 ppt in 2020. The relative contribution of VSLSs 
to the stratospheric chlorine input amounted to 4% in 2020,  
compared to 3.6% in 2016. 

• Dichloromethane (CH2Cl2), with predominantly an-
thropogenic sources, is the main contributor to total 
chlorine from VSLSs. It accounted for the majority of 
the change in VSLS chlorine between 2016 and 2020. 
The CH2Cl2 global mean abundance reached approximately 
40–45 ppt in 2020, which is more than a doubling compared 
to the early part of the century. The rate of increase slowed 
after 2016 but remained substantial. Regional CH2Cl2 emis-
sions from Asia most likely account for most of this increase 
and more than offset a small decrease in European and North 
American emissions.

• Brominated VSLSs contribute 5 ± 2 ppt to stratospher-
ic bromine; this constitutes about 27% of total strato-
spheric bromine in 2020. The main sources for brominated 
VSLSs are natural, and no long-term change is observed. Due 
to the decline in the abundance of controlled bromine com-
pounds, the relative contribution of VSLSs to total stratospher-
ic bromine increased by about 1% since 2016. 

• New evidence suggests that natural iodinated VSLSs 
contribute 0.3–0.9 ppt iodine to the stratosphere. A 
rapid shift in the partitioning between gas-phase and particu-
late iodine has been detected in the upper troposphere. This 
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mechanism can enable iodine entrainment into the strato-
sphere in particulate form in addition to the entrainment in gas 
form. No observational trend estimates exist. 

Stratospheric chlorine and bromine 
In the stratosphere, chlorine and bromine can be released 

from organic source gases to form inorganic species, which par-
ticipate in ozone depletion. In addition to estimates of the strato-
spheric input derived from the tropospheric observations, mea-
surements of inorganic halogen loading in the stratosphere are 
used to determine trends of stratospheric chlorine and bromine. 

• The total chlorine input to the stratosphere for 2020 
was 3240 ppt, which is 11.5% below the 1993 peak 
value, equivalent to a decline of 420 ± 20 ppt. This long-
term decrease was largely driven by decreasing abundances 
of CH3CCl3 and CFCs. The chlorine input for 2020 is derived 
from measurements of long-lived ODSs at the surface and es-
timates of stratospheric entrainment of VSLSs. 

• Hydrogen chloride (HCl) is the major reservoir of inor-
ganic chlorine (Cly). Middle-stratosphere profile and 
total column measurements of HCl show a long-term de-
crease for the period 1997–2020 of around 0.5 ± 0.2% 
yr−1. If the evaluations are constrained to the shorter period  
2005–2020 the satellite records show a rate of decrease of 
around 0.3 ± 0.2% yr−1. This latter rate of decline in strato-
spheric HCl for the more recent period is in good agreement 
with expectations from the decline in tropospheric chlorine, 
which slowed after 2000. 

• Total bromine input to the stratosphere of 18.9 ppt is 
derived for 2020 by combining 13.9 ppt from long-
lived gases and 5 ppt from VSLSs not controlled under 
the Montreal Protocol. The total input declined by 14.5% 
between 1999 peak values and 2020. Anthropogenic emis-
sions of all brominated long-lived gases are controlled, but as 
CH3Br also has natural sources, more than 50% of the bromine 
reaching the stratosphere is now estimated to be from sourc-
es not controlled under the Montreal Protocol.  

• Total stratospheric bromine, derived from observations 
of bromine monoxide (BrO), has decreased at a rate of 
about 0.8% yr−1 since 2003. This decline is consistent with 
the decrease in total tropospheric organic bromine, based on 
measurements of CH3Br and the halons. There is no indica-
tion of a long-term change in natural sources of stratospheric 
bromine.

Equivalent Effective Stratospheric Chlorine 
(EESC)

EESC is the chlorine-equivalent sum of chlorine and bromine 
derived from ODS tropospheric abundances, weighted to reflect 
their expected depletion of stratospheric ozone. The growth and 
decline in EESC depend on a given tropospheric abundance 
propagating to the stratosphere with varying time lags (on the 
order of years) associated with transport to different regions of 
the stratosphere. Therefore, the EESC abundance, its peak tim-
ing, and its rate of decline are different in different regions of the 
stratosphere.

• By 2020, EESC had declined from peak values by about 
11% for polar winter conditions and by about 15% for 

mid-latitude conditions. This drop to 1607 ppt is 37% of the 
decrease required for EESC in mid-latitudes to return to the 
1980 benchmark level. In polar regions, the drop to 3710 ppt 
is about 23% of the decrease required to return to the 1980 
benchmark level. However, regional estimates have indicated 
that EESC might be higher in some parts of the stratosphere, 
with an additional 200–300 ppt predominantly originating 
from CH3Cl and CH3Br. Contributions from the ozone-deplet-
ing VSLSs and nitrous oxide (N2O) are currently not included 
in EESC calculations. 

Tropospheric and Stratospheric Fluorine (F)
While fluorine has no direct impact on stratospheric ozone, 

many fluorinated gases are strong greenhouse gases, and their 
emissions are often related to the replacement of chlorinated 
substances controlled under the Montreal Protocol. For this rea-
son, trends in fluorine are also assessed in this report. 

• The main sources of fluorine in the troposphere and in 
the stratosphere are CFCs, HCFCs, and HFCs (hydroflu-
orocarbons). In contrast to total chlorine, total fluorine 
in the troposphere continued to increase between 2016 
and 2020, at a rate of 1.71% yr−1. This increase shows the 
decoupling of the temporal trends in fluorine and chlorine due 
to the increasing emissions of HFCs (see Chapter 2). The ODS 
contribution to the fluorine budget has started to decline, so 
that the fluorine trend due to ODSs alone became negative 
after 2016. In contrast, the fluorine trend due to HFCs has con-
stantly increased, causing the total fluorine trend to increase 
as well. The Northern Hemisphere stratospheric abundance 
of inorganic fluorine has continued to increase at a rate of 
about 0.8% yr−1 since 2004.

Effect of ODSs on climate 
• The total direct radiative forcing of CFCs continues to 

be distinctly higher than that of HCFCs, with CFCs con-
tributing around 68% of the total forcing from ODSs. 
Radiative forcing from CFCs has dropped by 0.007 W m–2 
since 2016 to about 0.257 W m−2 in 2020, while radiative 
forcing from HCFCs increased from 0.062 W m−2 to 0.064 W 
m–2 from 2016 to 2020. The total direct radiative forcing due 
to CFCs, HCFCs, halons, CCl4, and CH3CCl3 was 0.337 W m–2 
in 2020 (approximately 16% that of CO2). 

• CO2-equivalent emissions of CFCs and HCFCs were 
again approximately equal in 2020. Based on 100-year 
time horizon global warming potentials (GWPs), the CO2-
equivalent emissions (in Gt CO2-eq yr–1) in 2020 were, for spe-
cies where estimates are available, 0.7 ± 0.4 for CFCs, 0.7 ± 
0.1 for HCFCs, 0.09 ± 0.03 for CCl4 and CH3CCl3 combined, 
and 0.02 ± 0.01 for halons. The CO2-equivalent emissions 
from the sum of CFCs, HCFCs, halons, CCl4, and CH3CCl3 re-
mained similar to the value reported in the last Assessment at 
approximately 1.5 Gt CO2-eq in 2020.  

Other gases that affect ozone and climate 

• Mole fractions of many other gases that affect both 
ozone and climate (including the three major green-
house gases CH4, N2O, and CO2) have changed since 
the last Assessment. The atmospheric abundance of meth-
ane (CH4) has continued to increase following a period of 
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stagnation in the early 2000s. The drivers of the changing 
trend are likely largely anthropogenic. 

• Mole fractions of N2O, which is an ODS, continue to 
grow in the atmosphere, with growth rates exceeding 
some of the highest projections. When expressed as a 
CFC-11-equivalent, anthropogenic N2O emissions in 2020 
were equal to more than two times the ODP-weighted emis-
sions from all CFCs in that year. When compared to the CFC 
emission peak from 1987, those 2020 anthropogenic N2O 
emissions were equal to more than 20% of the ODP-weighted 
emissions from CFCs in that year. Almost half of the N2O emis-
sions in recent years are anthropogenic in origin.

• The global mole fractions of many non-ODS, non-
HFC, highly fluorinated substances have continued to 
grow (e.g., sulfur hexafluoride [SF6], carbon tetrafluoride 
[CF4], hexafluoroethane [C2F6], sulfuryl fluoride [SO2F2], and 

nitrogen trifluoride [NF3]). These species contributed 0.014 
W m–2 to anthropogenic radiative forcing in 2020. In contrast, 
the abundance of the sulfur-containing compound sulfur diox-
ide (SO2) has not changed substantially, while carbonyl sulfide 
(COS) has shown a small negative trend.

• Molecular hydrogen (H2) is included in the Assessment 
for the first time, due to its potential future effects on 
stratospheric ozone. The decarbonization of the fossil 
fuel industry could lead to drastically increasing atmo-
spheric mole fractions of H2. The resulting future effects 
on ozone are currently not well understood but are ex-
pected to be small. Atmospheric abundances of H2 have 
increased from ~330 ppb during the mid-to-late 1800s to the 
present levels of 530–550 ppb in the late 20th and early 21st 
centuries. 
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1.0 INTRODUCTION

This chapter provides an update on the emissions rates and 
abundances of ozone depleting substances (ODSs) and other 
species of interest to the Montreal Protocol. In addition to the 
brief definitions given in the Scientific Summary, we describe the 
source of these data and how the metrics used in this chapter 
are derived. Observations of ODSs and other species of interest 
to the Montreal Protocol, as well as relevant quantities derived 
from those observations, are presented not only in this section 
but throughout Chapters 1 and 2. These observations have 
been carried out over multiple decades by several groups and 
networks with different sampling and measurement strategies. 
Independent and regularly compared and improved calibration 
scales have been derived, as highlighted in Box 1-1. 

Globally and hemispherically representative abundances 
are mean dry air mole fractions and are expressed here also, and 
interchangeably, as mixing ratios (mostly in ppt). These abun-
dances are derived using data from networks with ground-based 
air sampling stations that are distributed around the world: the 
Advanced Global Atmospheric Gases Experiment (AGAGE) 
network, the United States National Oceanic and Atmospheric 
Administration (NOAA) network, and the University of California, 
Irvine (UCI) network. For species that are primarily anthropo-
genic in origin, the difference between Northern and Southern 
Hemisphere (NH, SH) mole fractions is related to the global emis-
sion rate because their sources are concentrated in the Northern 
Hemisphere.

Further data representative of regional or hemispheric scales 
are available for some species from the National Institute for 
Environmental Studies (NIES) and the University of East Anglia/
Forschungszentrum Jülich (UEA/FZJ). These networks maintain in-
dependent calibration scales and employ different measurement 
techniques, as well as different sampling locations and frequen-
cies. As such, small differences (typically on the order of a few 
percent or less) in the burdens and trends estimated from each 
dataset are often observed. Therefore, for much of this section, 
global abundance trends and inferred emissions (using an atmo-
spheric transport model, uncertainties of which are explained 
in Box 1-2) are given separately for each network. Data from 
regionally representative (e.g., Southern Hemisphere) sites are 
used when independent calibration scales exist (see Box 1-1) or 
global network data are not available. Particularly for species with 
atmospheric lifetimes of several years or more, these data can be 
extrapolated to derive global-scale mole fractions or emissions. 

In terms of the atmospheric lifetimes of the species covered 
in this chapter, few manuscripts have been published since the 
last Assessment (e.g., Orkin et al., 2020; Suntharalingam et al., 
2019; Burkholder et al., 2019), and these updates have been in-
corporated into emissions estimates only if they represent a signif-
icant change in understanding. Emission sources for many of the 
species covered in this chapter (especially the longer-lived ones) 
have been well known for some time, and the reader is therefore 
referred to the previous Assessment for a comprehensive over-
view. In this chapter, sources are covered only if substantial new 
evidence has been published since the last Assessment or if such 
coverage is necessary for the narrative of the particular section. 
Also note that all annually averaged data presented in this chapter 
are centered around the middle of that year.

As the ozone-depleting efficiency of the different halogen 

families is different, bromine and iodine “alpha” (scaling) factors 
are used to quantify the efficiency of ozone loss mediated by a sin-
gle bromine or iodine atom relative to the loss caused by a single 
chlorine atom. Although the relative efficiency of these different 
species in destroying ozone depends on location, height, and 
season, average alpha factors are usually integrated for the polar 
and extra-polar (i.e., tropical and mid-latitudes) total column an-
nual mean, with typical values ranging between 60 and 75 for 
bromine and between 150 and 300 for iodine (Ko, Poulet et al., 
2003; Sinnhuber et al., 2009; Engel, Rigby et al., 2018; Klobas 
et al., 2021). Consistent with the last Assessment, we here use 
a bromine alpha factor of 60 for mid-latitudes and 65 for polar 
latitudes.

The number of observed species relevant for this chapter 
has been growing with each Assessment. Here, species with an 
average equivalent chlorine (ECl, using an alpha factor of 60 for 
bromine) contribution of less than 1 ppt near the surface in 2020 
have been excluded from tables and figures. These species will 
be mentioned in the text only briefly in order to help maintain a 
focus on the more abundant ODSs and VSLSs. For species that do 
not directly affect stratospheric ozone, their relevance is largely 
determined by their impact on global warming. Therefore, com-
pounds with a radiative forcing (RF) of less than 0.1 mW m–2 in 
2020 are also excluded from tables and figures, with two excep-
tions: Carbonyl sulfide (COS) is included due to its relevance for 
stratospheric aerosol, and molecular hydrogen (H2) is included 
due to its potential future relevance. To ensure that a consistent 
list of species is used for calculations of total F, Cl, and Br we have 
also included HCFC-124 throughout as the only species that does 
not fulfill the ECl criterion but contributes more than 0.1 mW m–2 
to RF. The full list of species used in tables and figures is therefore 
as follows: CFCs: 11, 12, 13, 112, 113, 113a, 114, 114a, and 115; 
HCFCs: 22, 141b, 142b; halons: 1202, 1211, 1301, and 2402; 
solvents and methyl halides: CCl4, CH3CCl3, CH3Cl, and CH3Br, 
VSLSs: CH2Cl2, CHCl3, C2Cl4, all Br-VSLSs, and CH3I; other fluo-
rinated species: CF4, C2F6, C3F8, c-C4F8, n-C6F14, SF6, NF3, SO2F2, 
and desflurane.

Total column and upper-tropospheric and stratospheric 
abundance observations are available for some species based on 
ground-based or satellite-based remote sensing methods.

Emissions, along with global and hemispheric mean mole 
fractions, are estimated using a 12-box model of atmospheric 
transport and chemistry, constrained using baseline atmospheric 
data and following a Bayesian inverse method described in Rigby 
et al. (2011; 2014). The model parameterizes the advection and 
eddy diffusion of trace gases between four zonal-mean boxes 
(separated at the equator and 30° N and S) for three vertical levels 
(separated at 500 and 200 hPa; e.g., Cunnold et al., 1983; Rigby 
et al., 2013). Trace gas lifetimes in the 12-box model are calculat-
ed based on rate constants for the reaction with the hydroxyl radi-
cal given in Burkholder et al. (2019), hydroxyl radical abundances 
described in Rigby et al. (2013), and steady-state stratospheric 
lifetimes as described in the Annex unless a different reference is 
given. The box model has undergone some minor changes since 
the previous Assessment, most notably the removal of some 
smoothing constraints on the emissions. Consequently, emis-
sions and global mole fractions reported here may differ slightly 
from those reported in previous Assessments or in previously 
published literature. Similarly, other small differences primarily re-
sulted from updated calibrations and usage of different datasets 
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Box 1-1. Methods for Determining Atmospheric Abundances

As noted by Hall et al. (2014), “there are many factors that can lead to differences in the data records collected by different 
groups…. Perhaps the most fundamental of these is the calibration scale upon which the measurements are based.” The purpose of 
this box is to highlight the importance of calibration methods and to give insight into some of the basic principles. For the observa-
tional data presented in this chapter, there are two principal calibration approaches, depending on whether these observations are 
based on in situ (including flask collection-based) or remote sensing measurements (Box 1-1 Figure 1).

In situ measurement calibrations (e.g., Prinn et al., 2000; Laube et al., 2010) are typically based on the dilution of pure chem-
icals with gases containing virtually no trace species, such as oxygen-free nitrogen or synthetic air mixtures. Such a dilution can be 
static (i.e., mixing in canisters or other enclosures) or dynamic (i.e., in a continuous gas stream), the latter often being the preferred 
option for more reactive species, as these can be unstable when stored in canisters over longer periods. Due to the very low 
abundances of many of the ODSs and related species in the atmosphere, most dilutions have to take place over 10 to 13 orders of 
magnitude in order to reach a relevant concentration range. The determination of the amount of the to-be-calibrated species that is 
present initially is therefore of utmost importance. This includes ensuring and, if necessary, improving the purity of said substance 
(e.g., through freeze-drying cycles), as well as very accurate and precise methods of quantifying weight or volume (the latter being 
an approximation to mass-calibrated measurements after considerations of molar volume and ideal gas behavior). Often, one or 
several species with well-established calibration scales are also added as an “internal reference.” Once diluted, the mixture is then 
analyzed with common measurement techniques such as cryogenic extraction from the main air components, followed by gas 
chromatographic separation and, for instance, detection with a mass spectrometer or an electron capture detector.

These calibration scales can then be transferred onto so-called “secondary standards,” which are measured close in time and 
often consist of compressed tropospheric air samples in 30–50 L metal cylinders with passivated internal surfaces. For the long-
term operation of global networks, it can be necessary to transfer the calibration scales further onto tertiary and even quaternary 
standards to ensure that results from all instruments on each field station are consistent with each other.

Remote sensing techniques use quantitative molecular spectroscopy to convert the strength of an absorption or emission 
feature in an atmospheric spectrum into abundances or concentrations, in line with the Beer-Lambert law. Concentrations of the 
halogenated species measured by remote sensing techniques (in Table 1-2) were derived using reference spectroscopy recorded 
in the laboratory, in particular air-broadened measurements of the target gas over a range of appropriate atmospheric tempera-
tures and pressures. Spectroscopic parameters are made available in databases such as HITRAN (Gordon et al., 2021) or GEISA 
(Delahaye et al., 2022), which include uncertainty estimates on these reported parameters. Further work involves direct compar-
isons of in situ and remote sensing time series of trace gas abundances in ambient air, but the intercalibration of the respective 
scales is often complicated by the fact that these techniques give access to different quantities, e.g., surface concentrations in 
comparison to vertical profiles in the upper troposphere/lower stratosphere (UTLS), or to partial or total column abundances. 
However, advances have been made more recently for approaching these comparisons, as reported, e.g., in Prignon et al. (2019) 
for HCFC-22.
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Cl Cl

Cl
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Box 1-1 Figure 1. Schematic of the processes used to calibrate global observations.
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The enormous efforts that have gone into comparing, harmonizing, and improving calibration scales and quantifying and re-
solving potential differences between networks and groups (e.g., Jones et al., 2011; Hall et al., 2014; and the work of WMO Global 
Atmosphere Watch Calibration Centres) have been vital for ensuring the quality and comparability of the data underlying this and 
previous Assessments (Figures 1-1 and 1-2). The existence of several independent calibration scales for a given species is an es-
sential part of the independent verification approach that is a key component of advancing scientific understanding, especially for 
monitoring the impacts of the Montreal Protocol and its subsequent Amendments. Some recent examples that also highlight the 
continued importance of these efforts are the comparison of long-term trends in the upper troposphere and stratosphere based 
on the ACE-FTS (Atmospheric Chemistry Experiment - Fourier Transform Spectrometer) satellite instrument (Steffen et al., 2019; 
Bernath et al., 2020; Bernath et al., 2021) with ground-based observations, the reevaluation and concentration range expansion 
of known species’ calibrations such as CFC-11 or c-C4F8 (Montzka et al., 2018; Mühle et al., 2019), the quantification of isomeric 
impurities in more abundant species (Laube et al., 2016; Droste et al., 2020), and the detection of new species (Vollmer et al., 
2019, 2021).

for calculation of hemispheric and global annual mole fractions. 
There are also small differences in global steady-state lifetimes, 
compared to the values reported in the Annex, due to differences 
in the model hydroxyl radical concentration and model transport.

For the long-lived species that are primarily of anthropogen-
ic origin, we can use these global mole fraction and emissions es-
timates, as well as ozone depletion potentials (ODPs) as summa-
rized in the Annex, to estimate radiative forcing, CO2-equivalent 
emissions, and, for ODSs, CFC-11-equivalent emissions. As ex-
plained in detail in Box 5-1, we use the term “radiative forcing” to 
mean “stratosphere-adjusted radiative forcing” throughout this 
Assessment. For Chapters 1 and 2, estimates of the global radi-
ative forcing due to most trace gases are derived as the global 
mean lower-tropospheric mole fraction multiplied by the radia-
tive efficiency for each gas, using, for consistency with previous 
Assessments, stratosphere-adjusted radiative forcing values from 
the Annex. For methane (CH4), nitrous oxide (N2O), and CF4 (for 
the latter we assume a preindustrial mole fraction of 40 ppt) we 
use the expression for radiative forcing from Ramaswamy et al. 
(2001). CO2-equivalent emissions are calculated as the product 
of the emissions of each trace gas and its global warming po-
tential (GWP) over a 100-year time horizon (also taken from the 
Annex). While other metrics are available to compare the climate 
impact of the emissions of different HFC species (e.g., Forster et 
al., 2021, we have used 100-year GWPs here because they are 
widely used, including in the Kigali Amendment. Uncertainties 
in radiative forcing and CO2-equivalent emissions are due to the 
uncertainty in the atmospheric observations and trace gas life-
times. They do not include uncertainties in radiative efficiencies 
or GWPs. Note that we use the recently updated radiative effi-
ciencies from Hodnebrog et al. (2020) and Andersen et al. (2021) 
based on improved stratospheric estimates by Shine and Myhre 
(2020); this has resulted in higher GWPs for many species.

The production and emission of ODSs are closely linked to 
so-called “banks” of these compounds, a term that refers to an 
existing quantity of an ODSs that is contained in, e.g., equipment 
or stockpiles, and will eventually be released to the atmosphere 
if no action to the contrary is taken. Banks are only briefly men-
tioned here; for a more extensive discussion, we point the reader 
to Chapter 7. Finally, we are not aware of any peer-reviewed liter-
ature quantifying the impact of the COVID-19 pandemic on global 
or regional ODS abundances or emissions.

1.1 SUMMARY OF FINDINGS FROM THE 
PREVIOUS OZONE ASSESSMENT

Chapter 1 of the 2018 Assessment (Engel, Rigby et al., 2018) 
provided updates on ozone-depleting substances (ODSs) and 
other gases of interest to the Montreal Protocol, except for hydro-
fluorocarbons (HFCs), which were covered in Chapter 2. 

During the five-year period 2012–2016, total tropospher-
ic chlorine from substances controlled under the Montreal 
Protocol was declining at a rate of 12.7 ± 0.9 ppt yr−1, with a 
slower-than-projected decrease in chlorofluorocarbon (CFC) 
concentrations and a slower-than-projected increase in first-stage 
replacement compounds (i.e., HCFCs) as compared to the 2014 
A1 scenario. An increase in global CFC-11 emissions after 2012 
was documented, suggesting new production not reported to 
the United Nations Environment Programme (UNEP). Stable or 
even increasing emissions of some of the low-abundance CFCs 
were also noted. The growth rate of chlorine from HCFCs de-
clined relative to previous years and was comparable to values 
observed in the early 2000s. 

The decrease of chlorine from controlled substances be-
tween 2012 and 2016 was partly offset by increases in the mainly 
natural CH3Cl and mainly anthropogenic very short-lived gases 
(VSLSs), which are not controlled under the Montreal Protocol. 
Dichloromethane (CH2Cl2) was found to account for most of the 
rise in total tropospheric chlorine from VSLSs, and a substantial 
fraction of its global emissions were attributed to southern and 
eastern Asia.

Total chlorine entering the stratosphere from long-lived 
ODSs was reported to have declined by 405 ppt (12%) between 
the 1993 peak and 2016. While the VSLS contributions increased 
over the 2012–2016 period, their contribution to total chlorine 
remained below 4%. Hydrogen chloride (HCl), the major chlo-
rine component in the upper stratosphere, decreased by about 
6% between 2005 and 2016, consistent with the decline in total 
chlorine entering the stratosphere.

Total tropospheric bromine from controlled substances was 
reported to decline at a rate of 0.15 ± 0.04 ppt yr −1 between 2012 
and 2016, primarily driven by a decline in atmospheric halons, 
with a smaller contribution from a decrease in methyl bromide 
(CH3Br) abundance. Despite its overall decreasing trend, CH3Br 
increased during 2015–2016 for the first time in a decade, most 
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Figure 1-1. Annual mean mole fractions (MF) between 1990 and 2020 of ozone-depleting substances (except minor species; 
see Introduction), as measured from ground-based sampling networks and as simulated from the A1 scenarios of the previous 
two Ozone Assessments (dashed green line, Harris, Wuebbles et al., 2014; solid green line, Carpenter, Daniel et al., 2018). Mole 
fractions from the NOAA (red), AGAGE (black), and UCI (blue) networks were calculated as mid-year-centered global annual 
mole fractions. Annual mole fractions from UEA/FZJ (steel blue) represent mid-year-centered annual mole fractions observed in 
unpolluted whole-air flask samples collected at Cape Grim, Australia. Annual mean mole fractions from the A1 scenarios are inter-
polations from the simulated January-centered annual mole fractions. For some gases, we also show inter-hemispheric differenc-
es (IHD; defined as NH minus SH mole fraction; dashed lines) and growth rates (GR; ppt yr –1; solid lines) in the lower panels, using 
the same color scheme as in the corresponding upper panels. Note that, compared to values reported in the last Assessment, 
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there were several changes in the NOAA reported global annual mean mole fractions associated with termination or changing 
instrumentations and updates in calibrations: The global annual mean mole fractions for CCl4 were calculated from NOAA in 
situ measurements in this Assessment, whereas NOAA flask and in situ measurements were included for the calculation for the 
previous Assessments; the calibration of NOAA in situ measurements of CFC-12 were reassessed since the last Assessment, and 
the reported mole fractions of halon-1301 were scaled by a factor of 1.015 to be consistent with measurements from a new instru-
ment. AGAGE CFC-113 data prior to approximately 2011 were measured by GC-ECD and likely contain a small fraction (0.2– 0.4 
ppt) of CFC-113a. Global GRs and IHDs derived from UCI data are not plotted because they show much higher variability, likely 
related to more regional influence on this sampling network.
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likely not related to anthropogenic sources. Total bromine en-
tering the stratosphere from well-mixed ODSs also continued to 
decline, with a total decrease of 2.4 ppt (15%) between the 1998 
peak and 2016. Brominated VSLSs, of primarily natural origin, 
were found to contribute about 25% to total bromine in 2016 and 
showed no long-term changes. Total stratospheric bromine de-
rived from bromine monoxide (BrO) observations decreased by 
about 8% from 2004 to 2014, which is again consistent with the 
decline in total bromine entering the stratosphere.

Equivalent effective stratospheric chlorine (EESC) was as-
sessed to have declined from its maximum value in polar regions 
by about 9% and in mid-latitudes by about 13–17%. The rate at 
which EESC was decreasing had slowed, in accordance with a 
slowdown of the decrease in tropospheric chlorine. A new and 
improved methodology for estimating EESC was found to result 
in smaller recovery rates of stratospheric halogen loading with re-
spect to their maximum peak, especially in mid-latitudes. 

The influence of CFC and HCFC emissions on climate was as-
sessed in terms of their equivalent in gigatonnes of carbon diox-
ide (CO2-equivalent emissions) using 100-year GWPs. While the 
direct radiative forcing of CFCs continued to be much higher than 
for HCFCs, the CO2-equivalent emissions of CFCs and HCFCs 
were roughly equal in 2016.

1.2 ABUNDANCES, TRENDS, LIFETIMES, AND 
EMISSIONS OF LONGER-LIVED HALOGENAT-
ED SOURCE GASES

1.2.1 Chlorofluorocarbons (CFCs) 
Observations of Atmospheric Abundance. Global 

mole fractions of the two most abundant CFCs, i.e., CFC-12 
(CCl2F2) and CFC-11 (CCl3F), continued to decline since 2016, 

reaching approximately 499 ppt and 224 ppt, respectively, in 
2020 (Figure 1-1). The atmospheric abundance of CFC-12 has 
fallen increasingly rapidly throughout this period, with the rate 
of decline increasing from 3.3 ppt yr−1 in 2015–2016 to around 
4.0 ppt yr−1 in 2019–2020 (Figure 1-1 and Table 1-1). For CFC-11, 
a slowdown in the rate at which the global abundance was fall-
ing after 2012 had been reported in the last Assessment (Engel, 
Rigby et al., 2018; Montzka et al., 2018). A major driver of this 
slowdown from around 2 ppt yr−1 to around 1.3 ppt yr−1 has now 
been identified as renewed emissions from eastern China (Rigby 
et al., 2019; Adcock et al., 2020), with satellite-based evidence 
also indicating CFC-11 sources in the vicinity of the Indian and 
Arabian peninsulas adding to the slowdown over 2013–2018 
(Chen et al., 2020). More recently, Park et al. (2021) and Montzka 
et al. (2021) reported another turnaround, i.e., an increase in the 
rate of decline in CFC-11 abundance since 2018 that is equivalent 
to a return to pre-2012 values. A thorough and detailed over-
view on all recent findings related to atmospheric CFC-11 can 
be found in the “Report on the Unexpected Emissions of CFC-11” 
(WMO, 2021). As an update to the findings of that report, global 
CFC-11 mole fractions decreased from 2019 to 2020 even faster 
than from 2018 to 2019, by an unprecedentedly large amount 
of 2.3 ppt yr−1. In addition, several observation-based publica-
tions have since confirmed unusually high abundances of various 
CFCs, most notably CFC-11 and CFC-12, in different parts of China 
during 2009–2019 (Zeng et al., 2020; Yang et al., 2021; Benish et 
al., 2021; Huang et al., 2021; Lin et al., 2021). However, it should 
be noted that quantitative conclusions from these latter studies 
are limited due to one or more factors, such as scarcity of the data, 
lack of regional background mole fractions, higher uncertainties, 
and potential calibration or measurement biases indicated by 
reported CFC mole fractions lower than their global background 
levels in the same time intervals. The inter-hemispheric differenc-
es (IHDs) derived for the two main CFCs are consistent with the 

Table 1-1. Annual mean mole fractions, mole fraction changes, global emissions, and CO2-equivalent emissions (based on 100-
year GWPs) of ozone-depleting gases measured from ground-based sampling networks (except minor species; see Introduc-
tion). Emission uncertainties are given as 1 standard deviation (1-sigma) and more specific details can be found in the footnote.

General footnote: Mole fractions in this table represent independent estimates based on air sampling at Earth’s surface from different research groups for the years indicat-
ed. Results in bold text are estimates of globally averaged annual mole fractions. Regional data from relatively unpolluted sites are shown (in italics) where global estimates 
are not available, where global estimates are available from only one network, or where data from global networks do not represent independent calibration scales. Abso-
lute changes (ppt yr–1) are calculated by subtracting the 2019 annual mole fractions from the 2020 annual mole fractions; relative changes (% yr–1) are this difference relative 
to the 2019 value. Annual mole fractions reported by AGAGE were calculated based on the simulated surface mole fractions using a 12-box inverse model (e.g., Cunnold 
et al., 1983; Rigby et al., 2013) that were optimized to represent the AGAGE in situ observations made at remote locations. Annual mole fractions reported by NOAA are 
weighted annual averages from the measured monthly mole fractions from whole-air flask measurements made at remote locations, except for CFC-11, CFC-12, and CFC-
113, which include both NOAA in situ and flask measurements at those remote locations, and CCl4, which includes only NOAA in situ measurements. Differences to the 
2016 values reported in the last Assessment primarily result from either minor box model changes (AGAGE data: <0.2 ppt for all species except CFC-12 and CH3Cl <1.6 
ppt) or updated calibrations and usage of different datasets for the calculation of hemispheric and global annual mole fractions (NOAA data: <0.3 ppt); i.e., the calibration 
of NOAA in situ CFC-12 measurements was adjusted to improve the overall consistency among the six sampling and measurement locations. Mole fractions reported by 
UEA/FZJ are annual averages of measured mole fractions from whole-air flask samples collected at Cape Grim, Australia, and are based on volumetric calibration scales, 
except for halon-1211 and halon-1301 (NOAA-based). Mole fractions reported by NIES are annual average mole fractions from in situ measurements made in Japan and 
are based on a gravimetric calibration scale. Mole fractions reported by UCI are based on flask air samples in the Pacific region spanning both hemispheres and are based 
on volumetric calibration scales. Reported global annual emissions were calculated based on the AGAGE and NOAA observations using the 12-box model mentioned 
above; “n.a.” indicates that emissions were not available. These observations are updated from the following sources: Butler et al. (1998); Laube et al. (2014); Laube et al. 
(2016); Miller et al. (2008); Montzka et al. (2003); Montzka et al. (2015); Montzka et al. (2021); Newland et al. (2013); O’Doherty et al. (2004); Prinn et al. (2018); Rigby et 
al. (2014); Simmonds et al. (2017); Simpson et al. (2007); Vollmer et al. (2016); Vollmer et al. (2018); Yokouchi et al. (2006); AGAGE (agage.eas.gatech.edu); NOAA (gml.
noaa.gov/dv/site); UCI (data.ess-dive.lbl.gov/view/doi:10.3334/CDIAC/ATG.002).
 
Notes:
1 AGAGE calibrations were specified in Prinn et al. (2018).  
2 The NOAA data used the same calibrations as those published in the previous Assessment, except for H-1301 (see caption of Figure 1-1).
3 Measurements of CFC-114 from AGAGE are a combination of CFC-114 and the CFC-114a isomer.
4 CFC-114 and CFC-114a are quantified separately by UEA/FZJ.
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Chemical
Mole Fraction (ppt) Change (2019 – 2020) Emissions (Gg yr–1) CO2-eq. Emissions 

(Tg yr–1) Network

2016 2020 (ppt yr–1) (% yr–1) 2016 2020 2020

CFCs

CCl3F (CFC-11)

229.4 223.8 –2.2 –1.0 67 ± 10 48 ± 10 310 ± 64 AGAGE1

230.0 224.0 –2.5 –1.1 77 ± 10 46 ± 10 298 ± 62 NOAA2

230.0 225.5 –2.0 –0.9 n.a. n.a. n.a. UCI

CCl2F2 (CFC-12)

514.5 500.7 –3.9 –0.8 30 ± 21 27 ± 21 334 ± 268 AGAGE

511.9 497.2 –4.2 –0.8 36 ± 21 23 ± 20 282 ± 252 NOAA

515.6 504.7 –3.7 –0.7 n.a. n.a. n.a. UCI

CClF3 (CFC-13) 3.18 3.32 0.04 1.1 0.5 ± 0.2 0.6 ± 0.2 10 ± 3 AGAGE

CCl2FCCl2F (CFC-112) 0.42 0.39 –0.01 –1.8 n.a. n.a. n.a. UEA/FZJ

CCl2FCClF2 (CFC-113)

71.5 69.4 –0.5 –0.7 6.5 ± 6.4 6.9 ± 6.0 45 ± 39 AGAGE

71.5 68.9 –0.7 –1.0 5.5 ± 5.0 6.4 ± 4.8 42 ± 32 NOAA

71.1 70.0 –1.1 –1.6 n.a. n.a. n.a. UCI

CCl3CF3 (CFC-113a) 0.66 0.94 0.09 10 n.a. n.a. n.a. UEA/FZJ

CClF2CClF2 (CFC-114)
16.28 16.28 –0.01 –0.03 2.3 ± 0.9 2.6 ± 0.9 24 ± 8 AGAGE3

14.64 14.68 0.03 0.2 n.a. n.a. n.a. UEA/FZJ4

CCl2FCF3 (CFC-114a) 1.04 1.11 0.02 1.7 n.a. n.a. n.a. UEA/FZJ4

CClF2CF3 (CFC-115)
8.50 8.71 0.03 0.4 1.5 ± 0.5 1.0 ± 0.6 10 ± 5 AGAGE

8.62 8.86 –0.02 –0.2 n.a. n.a. n.a. NIES

HCFCs

CHClF2 (HCFC-22)

237.5 248.0 1.3 0.5 375 ± 53 348 ± 55 664 ± 104 AGAGE

237.4 247.8 1.0 0.4 373 ± 51 337 ± 53 643 ± 102 NOAA

242.3 256.1 3.3 3.1 n.a. n.a. n.a. UCI

CH3CCl2F (HCFC-141b)

24.49 24.52 0.14 0.58 60 ± 9 58 ± 9 47 ± 7 AGAGE

24.53 24.50 0.12 0.5 62 ± 8 56 ± 8 45 ± 7 NOAA

24.6 25.8 –0.2 –0.8 n.a. n.a. n.a. UCI

CH3CClF2 (HCFC-142b)

22.54 22.23 –0.23 –1.0 24 ± 4 19 ± 4 41 ± 10 AGAGE

22.02 21.69 –0.26 –1.2 25 ± 4 19 ± 4 41 ± 10 NOAA

23.2 22.8 0.00 0.0 n.a. n.a. n.a. UCI

Halons

CBr2F2 (halon-1202) 0.014 0.009 –0.000 0.0 n.a. n.a. n.a. UEA/FZJ

CBrClF2 (halon-1211)

3.59 3.21 –0.10 –3.0 3.2 ± 1.8 2.9 ± 1.6 6 ± 3 AGAGE

3.51 3.11 –0.10 –3.2 3.4 ± 1.8 2.9 ± 1.6 6 ± 3 NOAA

3.70 3.36 –0.09 –2.6 n.a. n.a. n.a. UCI

3.53 3.16 –0.07 –2.3 n.a. n.a. n.a. UEA/FZJ

CBrF3 (halon-1301)

3.36 3.37 0.01 0.18 1.2 ± 0.6 1.4 ± 0.6 10 ± 4 AGAGE

3.31 3.32 –0.01 –0.3 1.3 ± 0.3 1.1 ± 0.5 9 ± 3 NOAA

3.25 3.28 0.03 0.8 n.a. n.a. n.a. UEA/FZJ

CBrF2CBrF2 (halon-2402)

0.41 0.39 0.00 –1.0 0.4 ± 0.1 0.5 ± 0.1 1.1 ± 0.3 AGAGE

0.42 0.40 –0.01 –1.5 0.4 ± 0.1 0.4 ± 0.1 0.9 ± 0.3 NOAA

0.36 0.35 –0.00 0.0 n.a. n.a. n.a. UEA/FZJ

Chlorocarbons

CH3Cl 
(methyl chloride)

553.6 545.5 3.3 0.6 4699 ± 960 4720 ± 946 28 ± 6 AGAGE

559.3 549.4 3.0 0.6 4756 ± 975 4718 ± 959 28 ± 6 NOAA

CCl4 
(carbon tetrachloride)

79.92 76.34 –1.01 –1.3 42 ± 15 41 ± 14 89 ± 30 AGAGE

81.31 77.10 –1.32 –1.7 45 ± 15 46 ± 14 99 ± 31 NOAA

81.9 77.4 –0.3 –0.4 n.a. n.a. n.a. UCI

CH3CCl3 
(methyl chloroform)

2.62 1.42 –0.23 –14 2.2 ± 2.0 2.3 ± 1.1 0.4 ± 0.2 AGAGE

2.60 1.40 –0.22 –14 2.9 ± 1.8 2.2 ± 1.0 0.4 ± 0.2 NOAA

3.05 1.47 –0.26 –15 n.a. n.a. n.a. UCI

Bromocarbons

CH3Br 
(methyl bromide)

6.85 6.52 0.10 1.6 135 ± 21 131 ± 20 0.26 ± 0.04 AGAGE

6.85 6.68 0.12 1.9 136 ± 20 134 ± 20 0.27 ± 0.04 NOAA

Table 1-1. See caption on facing page.
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aforementioned accelerated mole fraction changes, as they have 
also been decreasing after 2018 (Figure 1-1).

Measurements of the 2014–2020 trends in northern hemi-
sphere (NH) CFC-11 and CFC-12 abundances made using 
ground-based Fourier transform infrared (FTIR) spectroscopy at 
Jungfraujoch, Switzerland, agree within uncertainties with those 
derived using surface-based in situ observations (Table 1-2 and 
Figure 1-2). Upper-tropospheric NH trends derived from ACE-
FTS measurements are slightly less negative than their ground-
based counterparts (Table 1-2). The causes for these differences 
are not entirely clear; however, it should be noted that due to the 
irregularity of the ACE-FTS sampling, trends tend to be more ro-
bust over longer time periods. Recently it has been shown that 
long-term CFC-11 near-surface abundances can be extracted 
from the nadir-viewing AIRS (Atmospheric InfraRed Sounder) 
instrument; the retrieved trends agree with those derived from 
ground observations within their 95% confidence intervals (Chen 
et al., 2020). This approach opens up the possibility of moni-
toring CFC-11 via other nadir sounders such as the Cross-track 
Infrared Sounder (CrIS) and the Infrared Atmospheric Sounding 
Interferometer (IASI), both of which offer a greater density of 
global coverage relative to ACE-FTS. 

CFC-113 (CCl2FCClF2) near-surface global mole fractions also 
have continued to decline, from 72 ppt in 2016 to 69 ppt in 2020. 
The rate of decline in CFC-113 has remained relatively constant at 
around 0.6 ppt yr−1, and its IHD has remained approximately sta-
ble (Figure 1-1). The 2014 –2020 trends in NH CFC-113 from the 
ACE-FTS retrievals do not agree well with surface measurement–
derived values (Table 1-2). The ACE-FTS retrieval of CFC-113 has 
a number of artifacts that contribute toward this trend bias; in 
Bernath et al. (2021), the ACE-FTS trend is ~70% more negative 
than that derived from near-surface observations.

The previous Assessment reported a slowdown in the de-
cline of the combined mole fraction of the CFC-114 (CClF2CClF2) 
and CFC-114a (CCl2FCF3) isomers. This has continued, such that 
there has been virtually no change in global abundance between 
2016 and 2020 (Figure 1-1 and Table 1-1; update from Vollmer 

et al., 2018). In 2020, the global mean mole fraction of combined 
CFC-114 and CFC-114a was still approximately 16 ppt, while the 
mole fraction of CFC-114a (only available from measurements in 
the Southern Hemisphere) increased slightly from 1.0 ppt to 1.1 
ppt since 2016 (update of Laube et al., 2016). On a regional scale, 
enhanced mole fractions of CFC-114 have been observed in air 
masses above China (Zeng et al., 2020; Yang et al., 2021; Benish 
et al., 2021), though the portions of these signals caused by its 
hard-to-separate isomer CFC-114a are not quantified.

In the 2018 Assessment, it was reported that the mole frac-
tion of CFC-115 (CClF2CF3) had grown since 2012, reaching 8.5 
ppt in 2016 (update from Vollmer et al., 2018). This trend has 
continued, with CFC-115 reaching 8.7 ppt in 2020. For CFC-13 
(CClF3), the previously reported slow growth has also continued, 
and the global mole fraction increased from 3.18 ppt in 2016 to 
3.32 ppt in 2020 (update from Vollmer et al., 2018). 

Since the last Assessment, CFC-112 (CCl2FCCl2F), which had 
a southern hemisphere (SH) mole fraction of 0.42 ppt in 2016, 
has continued to decline in the atmosphere, to 0.39 ppt in 2020. 
The abundance of its isomer CFC-112a (CClF2CCl3) has, however, 
started to increase recently in the SH, from 0.07 to 0.08 ppt be-
tween 2016 and 2020 (update of Laube et al., 2014). In addition, 
CFC-113a (CCl3CF3) mole fraction increases have accelerated for a 
second time in the Southern Hemisphere (first around 2012, and 
then again after 2016), reaching 0.95 ppt in 2020 (compared to 
0.66 ppt in 2016) (update from Adcock et al., 2018; Table 1-1).

For CFC-216ba (CClF2CClFCF3), no significant change in SH 
abundance was observed since the last Assessment (0.04 ppt, 
update from Kloss et al., 2014), and there is no update available 
for CFC-216ca (CClF2CF2CClF2; 2016: 0.02 ppt).

Emissions, Lifetimes, and Radiative Forcings. Atmospheric 
lifetimes of CFCs have not been reevaluated since the 2014 
Assessment, although one recent publication has assessed the 
influence of the oceanic reservoir to be currently of no significant 
importance to the CFC-11 lifetime (Wang et al., 2021). Therefore, 
the lifetime estimates used here—which underpin all emission es-
timates—are again still largely based on SPARC (2013), with small 
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Figure 1-2. Monthly mean total vertical col-
umn abundance time series of CFC-12, CFC-11, 
HCFC-22, and CCl4 derived from the long-term 
FTIR monitoring program conducted at the 
Jungfraujoch station, Switzerland (46.5°N), 
from 1986 to 2021 (updated from Zander et 
al., 2008; Gardiner et al., 2008; Rinsland et al., 
2012; and Prignon et al., 2019). Note the dis-
continuity in the vertical scale.
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changes due to reaction rate updates (Burkholder et al., 2019), 
and are given in the Annex. 

CFC emissions to the atmosphere have for several years 
been expected to be due only to leakage from banks and there-
fore to decline with time as the size of the banks decreases. This 
appears to be qualitatively the case for CFC-12, as its emissions 
have continued to decrease since the previous Assessment. The 
aforementioned “Report on the Unexpected Emissions of CFC-
11” (WMO, 2021) also included research on CFC-12, as the two 
species are often co-produced. Similar to CFC-11, a slowdown in 
the decline of emissions was also observed for CFC-12 between 
2010 and 2017, followed by a small but not significant emission 
reduction between 2017 and 2019. In 2020, the fall in CFC-12 
emissions continued, reaching a new all-time minimum of approx-
imately 25 Gg yr–1 (Table 1-1, Figure 1-3).

Concurrent with the recent accelerated decrease in CFC-11 
atmospheric abundances, CFC-11 emissions have declined mark-
edly in recent years: from 72 Gg yr−1 in 2016 to 47 Gg yr−1 in both 
2019 and 2020 (Table 1-1), corresponding to a drop of more 
than 30%. Importantly, the research carried out after the renewed 
increases in emissions of CFC-11 were observed (Montzka et al., 

2018) highlighted several factors that currently limit the ability to 
accurately estimate when emissions of CFCs and other long-lived 
controlled species diverge from expectations. Among these fac-
tors are uncertainties in emissions from banks (e.g., Lickley et al., 
2020; see also Chapter 7) and variability in air transport to and 
from their main sink region in the stratosphere (Montzka et al., 
2018; Ray et al., 2020; Laube et al., 2020; Lickley et al., 2021; Ruiz 
et al., 2021). Also challenging, in terms of pinpointing the sources 
of such emissions, is the lack of precise, accurate, frequent, and 
regular measurements in many regions of the world (Rigby et al., 
2019). Emission uncertainties are highlighted in Box 1-2.

Emissions of CFC-113 are estimated at 6.0 Gg yr−1 in 2016 
and 6.6 Gg yr−1 in 2020. However, since these annual estimates 
have relatively large uncertainties of around 5–6 Gg yr−1, this is 
not a significant change. Importantly, CFC-113 emissions remain 
much lower than in the 1990s; nevertheless, a significant further 
decrease should be detectable over longer timescales, and its 
absence has been notable for some time (Lickley et al., 2020; 
Figure 1-3).

Of the less abundant CFCs, CFC-13 emissions plateaued 
at around 0.5 ± 0.2 Gg yr–1 in the decade leading up to the last 

Annual Trend 2014 – 2020 (% yr –1 relative to 2017)

Substance In situ 
(surface)

Remote sensing ground-based 
(total column)1,2

Remote sensing satellite 
(upper troposphere)3,4

CFC-11 –0.61 ± 0.10 –0.72 ± 0.19 –0.46 ± 0.04

CFC-12 –0.69 ± 0.02 –0.72 ± 0.09 –0.59 ± 0.04

CFC-113 –0.84 ± 0.04 N/A –1.58 ± 0.05

CCl4 –1.24 ± 0.12 –1.31 ± 0.22 –1.14 ± 0.05

HCFC-22 1.19 ± 0.19 1.36 ± 0.13 1.43 ± 0.15

HCFC-141b 0.23 ± 0.24 N/A –0.82 ± 0.29

HCFC-142b –0.24 ± 0.22 0.50 ± 0.73 0.61 ± 0.34

CF4 1.07 ± 0.02 0.93 ± 0.07 1.07 ± 0.06

SF6 3.56 ± 0.11 3.86 ± 0.14 3.73 ± 0.15

Table 1-2. Annual trends of selected ODSs, CF4, and SF6 for the 2014–2020 time period derived from surface measurements 
as well as ground-based and satellite remote sensing observations. Trends derived from in situ measurements were based on 
linear regression of the hemispheric annual mole fractions calculated from the NOAA and AGAGE observations for 30–90°N. 
Their associated uncertainties were calculated from uncertainties in the slopes and the differences in the relative trends derived 
from NOAA and AGAGE observations. For CF4, only AGAGE data were used. For ground-based remote sensing observations, 
relative annual rates of change were computed from FTIR observations at Jungfraujoch station, Switzerland, with the bootstrap 
resampling tool described in Gardiner et al. (2008). All uncertainties are estimated at 2-sigma. For satellite remote sensing obser-
vations, the ACE-FTS trends were determined for 0–60°N, from the least-squares linear regression of averaged mixing ratios in 
molecule-dependent upper-tropospheric altitude ranges (updated from Bernath et al., 2021). For CF4, the trend was calculated 
over the altitude range 25.5–40.5 km due to problems with the retrieval in the troposphere. Trend uncertainties were calculated 
from uncertainties in the slopes and intercepts of the regression lines. As opposed to the in situ-based mole fractions, those de-
rived from ACE-FTS and FTIR are volume-based and not dry air, which may account for part of the differences.

Notes:
1 The Jungfraujoch FTIR trends are based on observations of CFC-11, CFC-12 (updated from Zander et al., 2008), CCl4 (updated from Rinsland et al., 2012), HCFC-22 (up-
dated from Prignon et al., 2019), HCFC-142b (updated from Mahieu et al., 2017), CF4 (updated from Mahieu et al., 2014b), SF6 (updated from Zander et al., 2008). Note 
that the HCFC-142b trend is not significant at 2-sigma uncertainty. 
2 The methods used for the determination of the uncertainties affecting the retrieved trends for remote sensing–based observations benefited from recent research de-
velopments that account for the autocorrelation and heteroskedasticity (i.e., changing variance with time) that are often present in such geophysical time series. Previous 
statistical tools used random permutations of the residuals (differences between the fitted function and the observations) in order to assess the trend distribution and asso-
ciated uncertainty (Gardiner et al., 2008). This approach has the disadvantage of failing to preserve the possible autocorrelation and heteroskedasticity of the residuals, 
since they are randomly resampled. More recent studies (Friedrich et al., 2020a, 2020b) present improved statistical tools based on the autoregressive wild bootstrap 
method that do not involve any permutation of the residuals. They are therefore more appropriate for geophysical time series and are expected to provide a more reliable 
estimate of the uncertainties associated with the trends. This is particularly important when dealing with small rates of change.
3 Uncertainties are also 2-sigma but currently not derived in a way that is comparable to the other data shown in this table.
4 Remote sensing satellite trends are taken solely from ACE-FTS measurements (updated from Bernath et al., 2021).
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Figure 1-3. Continued on next page.
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Figure 1-3. Continued from previous page. 
Atmospheric observation-based “top-down” global emission estimates (Gg yr–1) for long-lived ozone-depleting substances 
with equivalent chlorine at the surface greater than 1 ppt in 2020, and emission inventory-based “bottom-up” global emissions 
estimates for H-1211, H-1301, and H-2402. Top-down emissions were calculated using a global 12-box model and a Bayesian 
inverse modeling framework (Cunnold et al., 1983; Rigby et al., 2013) using atmospheric data from AGAGE (black) and NOAA 
(red) measurement networks. For top-down estimates, losses for CFCs were assumed to occur only in the stratosphere (but no 
dynamical correction to account for changes in stratosphere-troposphere fluxes, as in Montzka et al., 2021, is included here), 
and total lifetimes were taken from the Annex. For other gases, OH rate constants were taken from Burkholder et al. (2019), and 
stratospheric lifetimes were taken from the Annex, with the exception of CCl4, which was taken from SPARC (2016) but using 
the oceanic lifetime from Suntharalingham et al. (2019). Global steady-state lifetimes for each species (in years) were as follows: 
CFC-11 (55), CFC-12 (103), CFC-113 (95), CFC-13 (640), CFC-114 (191), CFC-115 (664), CH3CCl3 (4.8), CCl4 (29.9), H-1211 (16.0), 
H-1301 (71.8), H-2402 (28.0), HCFC-22 (11.3), HCFC-141b (8.7) and HCFC-142b (17.1). Small differences may appear between 
global lifetimes presented in the Annex and those calculated by the 12-box model due to assumed OH and model transport. The 
gray shading and dotted red lines show the 1-standard deviation uncertainties. The Bayesian approach uses bottom-up emissions 
estimates as an a priori constraint. Details of the a priori constraints used are detailed in Rigby et al. (2013), Rigby et al. (2014), 
Simmonds et al. (2017), Vollmer et al. (2016), and Vollmer et al. (2018), where the year-to-year prior constraint on emissions was 
assumed to be 20% of the maximum emissions. Uncertainties in the lifetimes are taken from SPARC (2013) and applied using the 
method presented in Rigby et al. (2014). Bottom-up estimates have been updated for the halons using data from HTOC (2018) 
and are shown as purple crosses.
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Assessment, and this has continued with an estimate of 0.6 ± 0.2 
Gg yr–1 for 2020 (update of Vollmer et al., 2018). This is contrary 
to the expectation of CFC-13 bank-related emissions decreasing 
with time. 

Emissions from the combination of the CFC-114/CFC-
114a isomers also plateaued in the decade leading up to 2016. 
Estimates for 2016 have been adjusted upwards, from 1.9 Gg 
yr–1 to 2.2 Gg yr–1, which is well within the uncertainty range of 
±0.9 Gg yr–1 and also not significantly different from the 2020 
emissions of 2.6 Gg yr–1 (Table 1-1; update from Vollmer et al., 
2018). Emission estimates from the independent record of Laube 
et al. (2016), in which the two isomers were separated, have not 
been updated. It should be noted, though, that the observed in-
creases in CFC-114a abundance imply an emission increase, thus 
highlighting further that the sources of the two isomers are not 
identical. 

For CFC-113a, in addition to the emission increase observed 

between 2009 and 2012 (to 1.7 Gg yr–1 in 2012–2016; Adcock 
et al., 2018), observations indicate that emissions have increased 
again since 2018, although no quantitative estimate is currently 
available.

An increase in the global emissions of CFC-115 to 1.14 ± 0.5 
Gg yr–1 for 2015–2016 was reported in the previous Assessment 
(Vollmer et al., 2018; Figure 1-3). More recently, these emissions 
have varied within uncertainties and are estimated at 1.0 Gg yr–1 
for 2020. As for several other CFCs, the cause of these persisting 
emissions remains uncertain. 

Recent regional studies examining CFC emissions using at-
mospheric observations (i.e., top-down estimates) have focused 
largely on CFC-11 and CFC-12, and the reader is again referred to 
the “Report on the Unexpected Emissions of CFC-11” (WMO, 2021) 
for more detail. Briefly, individual studies have found that Indian 
and Australian emissions are thought to be negligible in compari-
son to the global total (Say et al., 2019; Fraser et al., 2020). In con-
trast, emissions of CFC-11 (and, to a lesser degree, CFC-12) from 
within China were found to have been substantially enhanced from 
2012 to 2018, after which they declined very rapidly (Montzka et 
al., 2021; Park et al., 2021; Yi et al., 2021). The decline of CFC-11 
emissions from eastern China, however, explain only 60 ± 30% 
(10 ± 3 Gg yr–1) of the observed global emission decrease (Park et 
al., 2021). In addition to the aforementioned CFC-11 Report, Hu 
et al. (2022) recently examined continental-scale contributions to 
the increase in global CFC-11 emissions between 2012 and 2017 
by inferring emissions from campaign-based observations during 
the HIAPER Pole-to-Pole Observation (HIPPO), the Atmospheric 
Tomography Mission (ATom), and NOAA’s global CFC-11 mea-
surements. They found that Asia, including temperate eastern 
Asia, temperate western Asia, and tropical Asia, accounted for 
86 (59–115) % of the global CFC-11 emission rise between 2012 
and 2017. Rust et al. (2022) also reported regional emissions of 
28 halocarbons for Switzerland, but all of these are very minor in 
a global context (e.g., around 0.05 Gg yr–1 for CFC-11 in 2019), 
which is why we do not specifically mention this study in any of the 
following sections. In terms of regional emissions of CFC-12, at-
mospheric observations have confirmed a decrease in emissions 
from northeastern China from 3.3 ± 1.4 Gg yr–1 in 2016 to 0.5 ± 
0.5 Gg yr–1 in 2019 (Park et al., 2021).

In summary, global emissions of most CFCs remain well 
below their peak levels (Figure 1-3), with CFC-11 (and to a lesser 
degree CFC-12) accelerating its decline substantially since the last 
Assessment and now being much closer to previous baseline sce-
narios. This is largely due to a recent reduction in Chinese emis-
sions. Of note are the continuing and, in some cases, increasing 
emissions of several of the more minor CFCs (as evidenced by an 
increase in chlorine from the five increasing CFCs, from 16.0 ± 
0.3 ppt in 2016 to 17.2 ± 0.3 ppt Cl in 2020), for which the only 
known emission regions are in eastern Asia (updates from Laube 
et al., 2016; Adcock et al., 2018; Vollmer et al., 2018). Total ODP-
weighted emissions for all CFCs dropped from 98 ± 33 Gg yr−1 
CFC-11-equivalent in 2016 to 77 ± 32 Gg yr−1 in 2020 (Figure 
1-4).

With respect to their influence on climate, in 2020 CFCs con-
tributed 76% of the total direct radiative forcing due to ODSs con-
trolled under the Montreal Protocol, with a combined radiative 
forcing of 257 mW m−2 in 2020 (Figure 1-5). The radiative forcing 
due to CFCs declined by 2.6% between 2016 and 2020, driven 
primarily by the reduction in abundance of CFC-11 and CFC-12; 
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Figure 1-4. (a) 100-year GWP-weighted (CO2-equivalent) 
emissions and (b) ODP-weighted (CFC-11-equivalent) emis-
sions. CO2- and CFC-11-equivalents are taken from the An-
nex. Solvents are defined as CCl4 and CH3CCl3, and other 
F-gases include SF6, CF4, C2F6, C3F8, c-C4F8, n-C6F14, NF3, 
and SO2F2 (minor species not included; see Introduction). 
Shading shows the 1-standard deviation uncertainty.
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over this five-year period, the radiative forcing due to these two 
gases declined by 6 mW m−2. Consequently, when the combined 
emissions of all CFCs are expressed as CO2-equivalent, a decline 
has again been observed since the last Assessment (Figure 1-4). 
CO2-equivalent emissions of CFCs were 0.9 ± 0.4 Pg yr−1 and 
0.7 ± 0.4 Pg yr–1 in 2016 and 2020, respectively. This means that 

HFCs, which contributed 1.25 ± 0.10 Pg yr–1 in 2020, are now the 
highest contributor among the halogenated species in terms of 
CO2-equivalent emissions in 2020 (see also Chapter 2). Where 
available, CO2-equivalent emissions of individual species for 
2020 can be found in Table 1-1.

1990 2000 2010 2020
0

100

200

300

400

500

ODSs

other F-gases
HFCs

N2O

CH4

1990 2000 2010 2020
0

20

40

60

HCFC-22

HCFCs

HCFC-142b
HCFC-141b

1990 2000 2010 2020
0

100

200

CFCs

CFC-11

CFC-12

CFC-113
1990 2000 2010 2020

0

1

2

3

4

5

CFC-13

CFC-114

CFC-115

1990 2000 2010 2020
0

10

20 Solvents

CH3CCl3

CCl4

1990 2000 2010 2020
0

2

4

6

NF3SO2F2

SF6

1990 2000 2010 2020
Year

0.0

0.5

1.0

1.5

2.0

2.5
Halons

H-2402

H-1301

H-1211

1990 2000 2010 2020
Year

0

2

4

6

c-C4F8

PFCs

C3F8C2F6

CF4

Ra
d

ia
tiv

e 
fo

rc
in

g
 (m

W
 m

–2
)

Figure 1-5. Direct radiative forcing based on the lower-tropospheric atmospheric mole fractions of ODSs and selected green-
house gases, if their radiative forcing in 2020 was 0.1 mW m–2 or higher. Groupings of gases are shown with dashed lines, and 
selected compounds are shown with solid lines. The ODS group here refers to combined CFCs, HCFCs, halons, and solvents 
(minor species not included; see Introduction). HFCs include the species HFC-23, HFC-32, HFC-134a, HFC-143a, HFC-125, HFC-
152a, HFC-4310mee, HFC-227ea, HFC-365mfc, HFC-236fa, and HFC-245fa. Other F-gases are defined as the sum of PFCs, 
SF6, SO2F2, and NF3. Radiative forcings for individual HFCs are not shown as these can be found in Chapter 2. Individual lines for 
HCFC-124 and n-C6F14 have been omitted for clarity. The radiative forcing for CH3CCl3 in 2020 is less than 0.1 mW m–2 but has 
been included due to historical significance. Lower tropospheric annual mean mole fractions were taken from merged NOAA, 
AGAGE, and UEA/FZJ data. Radiative forcings are calculated following the approach of Ramaswamy et al. (2001) using the radi-
ative efficiencies from the Annex. Preindustrial (in 1750) mole fractions are assumed to be zero for all gases except for CH4 (722 
ppb), N2O (270 ppb), and CF4 (40 ppt). For comparison, the radiative forcing due to CO2 was approximately 2111 mW m–2 in 2020 
(Butler and Montzka, 2021).
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Box 1-2. Uncertainties in Atmospheric Observation-Based Emission Estimates

Uncertainties in atmospheric observation-based global emission estimates

Global emissions of a trace gas can be derived from the annual rate of change in its atmospheric burden and its atmospheric 
lifetime, as described in detail in the last Assessment. Uncertainties in such estimates are often dominated by uncertainties of the at-
mospheric lifetime of the trace gas. Atmospheric lifetimes for the majority of trace gases considered in this Assessment were inferred 
from satellite observations, in situ measurements of tracer-tracer correlations, photochemical model simulations, and estimates of 
oceanic and terrestrial fluxes. Uncertainties in atmospheric lifetimes for many trace gases considered here are on the order of ±10% 
to ±30%.

In addition to atmospheric lifetimes, uncertainties of atmospheric burdens (B) also contribute to the overall uncertainty of such 
global emission estimates. B is generally estimated from the NOAA and AGAGE atmospheric mole fraction measurements made 
near Earth’s surface in locations that are far away from emissive sources, so that the measured mole fractions are deemed as good 
representations of zonal average tropospheric mole fractions at measurement locations. However, the representativeness of those 
surface measurements for zonal averages is an additional factor that can augment inaccuracies in global means derived from a small 
number of remote surface sites. Furthermore, the Quasi-Biennial Oscillation (QBO) of tropical zonal winds, previously known as a 
climate phenomenon that strongly affects the variability of trace gas concentrations in the stratosphere, can also influence trace gas 
levels at Earth’s surface (Ray et al., 2020; Montzka et al., 2021; Ruiz et al., 2021). This influence is on one- to five-year timescales and 
can impact global annual emission estimates. However, when averaging global annual emissions over five years or more, the impact 
of QBO on the multiyear global average emission estimate is reduced.

In this Assessment, global emissions of ODSs (and of HFCs, discussed in Chapter 2) are derived from the AGAGE 12-box model 
(Cunnold et al., 1994; Rigby et al., 2013) rather than a one-box model.  Because the transport in the 12-box model relies on parame-
terized mixing and advection between boxes, additional uncertainties of global emissions from this approach arise from uncertain-
ties in the parameterized transport in the 12-box model.

Uncertainties in atmospheric observation-based regional emission estimates

Atmospheric observation-based regional emission estimates compiled in this Assessment are mostly derived from Bayesian 
inverse modeling of regional atmospheric trace gas mole fraction measurements. The fundamental assumption in this modeling 
technique is that there is a linear relationship between regional emissions (s) and enhancements (z) in mole fractions measured within 
or closely downwind of this region. This linear operator, or the sensitivity of these atmospheric observations to upwind emissions 
(H), is often computed from atmospheric transport models. The Bayesian technique requires an initial guess on regional emissions (a 
priori, sp). It assumes errors between the prior guess and the unknown “true” emissions (or prior emission errors) and errors between 
observed mole fraction enhancements and simulated mole fraction enhancements with the chosen transport model (or model-ob-
servation mismatch errors) follow Gaussian distributions. The Bayesian solution of regional emissions was obtained by minimizing the 
following cost function (L), such that it reflects the most likely magnitudes and distributions of regional emissions, given the observed 
mole fraction enhancements in space and time, prior emission assumptions, and atmospheric transport simulations.

Here, R and Q represent the covariance matrices of model-observation mismatch errors and prior emission errors.

The first order of uncertainties in such estimates originate from biases in atmospheric transport simulations, assumptions in prior 
emissions, and the estimated upwind boundary values that were subtracted from atmospheric observations to derive regional mole 
fraction enhancements. To incorporate such uncertainties into regional emission estimates, some atmospheric inversion analyses 
implement an ensemble approach, where multiple transport simulations, prior emissions, and boundary value estimates are consid-
ered (e.g., Hu et al., 2017; Rigby et al., 2019; Park et al., 2021). The range of emissions derived from these multiple inversion runs are 
used for calculating the final mean and uncertainties of regional emissions.

The locations, density, and frequency of atmospheric trace gas measurements used for deriving regional emissions also con-
tribute to the overall uncertainties of regional emission estimates.  In general, more measurements within and closely downwind of 
emissive regions will enable a more accurate inference of regional emissions that have less dependence on prior assumptions. For 
example, the current atmospheric sampling network has a good sensitivity for emissions from North America, western Europe, and 
eastern Asia (Box 1-2 Figure 1), enabling robust estimates of regional emissions from such an approach (Graziosi et al., 2015; Hu et 
al., 2015, 2016, 2017; Maione et al., 2014; Park et al., 2021; Rigby et al., 2019; Simmonds et al., 2020).  In contrast, huge gaps exist 
in many developing countries (Weiss et al., 2021), resulting in challenges in understanding their contributions to global emissions of 
important controlled substances and their compliance to the Montreal Protocol.

Besides the factors mentioned above, assumptions about error covariances in prior emissions and model–observation mis-
match errors (Q and R in the equation above) also influence the final Bayesian solution of emissions. This is because these assumptions 
determine the relative weights between atmospheric observations and prior emission assumptions in the final solution. In the early 
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1.2.2 Halons
Observations of Atmospheric Abundance. Halon-1211 

(CBrClF2), halon-2402 (CBrF2CBrF2), and halon-1202 (CBr2F2) 
abundances continued to decline from their peak values, which 
were observed in the early and mid-2000s. Global surface mean 
mole fractions of approximately 3.2 ppt and 0.40 ppt were ob-
served for halon-1211 and halon-2402, respectively, in 2020, and 
SH mole fractions of approximately 0.009 ppt were recorded for 
halon-1202 (Table 1-1 and Figure 1-1; updates from Newland et 
al., 2013; Vollmer et al., 2016). Halon-1301 (CBrF3) growth rates, 
which were reported as <0.01 ppt yr–1 in 2016, remained close to 
zero. A 2020 global mean mole fraction of 3.37 ppt and 3.32 ppt 
was derived from AGAGE and NOAA, respectively, which means 
that halon-1301 has now become the most abundant halon in the 
atmosphere. Abundances of halon-2311 (CF3CHBrCl) remained 
below 0.01 ppt.

Emissions, Lifetimes, and Radiative Forcings. Emissions of 
halon-1211 estimated from observed atmospheric abundances 
show signs of a continuing decline since the last Assessment, 
from 3.3 ± 1.8 Gg yr–1 in 2016 to 2.9 ± 1.6 Gg yr–1 in 2020. These 
top-down estimates continue to be higher than the bottom-up 
emission estimates in the Halons Technical Options Committee 
2018 Assessment Report (HTOC, 2018; Figure 1-3). For halon-
2402, emissions remain low at around 0.4 Gg yr–1, with no indi-
cations of a change since 2016. There is now good agreement 
with HTOC-based bottom-up estimates for this ODS, as the lat-
ter declined substantially between 2016 and 2020. Halon-1301 
emissions have also remained stable at around 1.3 Gg yr–1 during 
2016–2020, with HTOC estimates slightly lower than those 

based on atmospheric observations. No update is available for 
halon-1202 and halon-2311, although the most recently reported 
mole fractions (<0.01 ppt in both cases) indicate that the contri-
butions from these two species are likely small.

Halons have high ODPs, so as a group their ODP-weighted 
emissions still make the second-highest contribution to CFC-
11-equivalent emissions relative to those of other ODS groups 
(Figure 1-4). Due to their low GWPs, the direct contribution of 
halons to global radiative forcing is small. At 2.2 mW m−2 in 2020, 
halons contribute only 0.6% of the radiative forcing of CFCs 
(Figure 1-4). When their influence on ozone depletion is also 
considered, net radiative forcing due to halons is negative (Daniel 
et al., 1995). 

1.2.3 Carbon Tetrachloride (CCl4) and Methyl 
Chloroform (CH3CCl3)

Observations of Atmospheric Abundance. The abundance 
of carbon tetrachloride (CCl4) has continued to decline at a rate 
similar to that reported in the previous Assessment. AGAGE ob-
servations showed a mole fraction of 79.9 ppt in 2016 and 76.3 
ppt in 2020, while NOAA reported a mole fraction of 81.3 ppt 
in 2016 and 77.1 ppt in 2020 (Table 1-1 and Figure 1-1). These 
differences are likely related to known calibration-scale differenc-
es, although a higher discrepancy between inter-hemispheric 
differences derived from observations by the two networks has 
emerged since around 2018 (Figure 1-1). Data from UCI show 
a similar decline, from 81.9 ppt to 77.4 ppt, between these 
years. Ground-based remote sensing observations of CCl4 from 
Jungfraujoch also show a very similar rate of decline between 

Box 1-2 Figure 1. Current atmospheric sampling for measurements of ozone-depleting substances and their substitutes 
from the NOAA and AGAGE networks. Displayed in color shading are mean footprints, which are a measure of the contri-
bution to the above-baseline mole fraction made by a unit emission. [Figure from WMO, 2021.]

Bayesian regional inversion studies, scientists often used “expert judgment” to arbitrarily assign error covariance matrices, whereas 
recent techniques (Ganesan et al., 2014; Hu et al., 2015; Lickley et al., 2021) allow direct quantification of error covariances from 
atmospheric observations, enabling a more objective derivation of regional emissions. 
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2014 and 2020 as compared to the average of the global sur-
face-based measurements from the AGAGE and NOAA networks 
(Table 1-2). 

Methyl chloroform (1,1,1-trichloroethane, CH3CCl3) global 
mean mole fractions decreased from 2.6 ± 0.7 ppt in 2016 to 1.4 
ppt in 2020 (Table 1-1), i.e., reaching 1% of its maximum value. 
This is reflected also in long-term atmospheric CH3CCl3 measure-
ments at seven background stations in China and confirmed by a 
record of 12 years showing a continuous decline (Yu et al., 2020).

Emissions, Lifetimes, and Radiative Forcings. Since the last 
Assessment, Suntharalingam et al. (2019) reevaluated the partial 
lifetime of CCl4 with respect to the ocean sink and derived an es-
timate of 124 (110–150) years. This is shorter than the previously 
used estimate of 183 (147–241) years (Butler et al., 2016) and 
implies higher emissions of 5–7 Gg yr–1. Given the numerous 
improvements in the methodology of the new study, the revised 
partial lifetime has been incorporated into emission estimates in 
this Assessment. One further study examined the atmospheric 
lifetime of CH3CCl3 (Orkin et al., 2020), but its main focus was 
on improving estimations of the atmospheric lifetimes of other 
species using an improved scaling method in combination with 
modeling and kinetic data. They derive a partial lifetime of 6.0 
years with respect to loss from reaction with the OH radical, but 
this is only slightly lower than, and not significantly different from, 
the currently used 6.1 years (Engel, Rigby et al., 2018).

Global emissions of CCl4 are estimated at 44 ± 14 Gg yr–1 in 
2020, virtually unchanged from the estimate of 43 ± 15 Gg yr–1 
during 2016. As noted by Liang et al. (2016) and in the previous 
Assessment, there are still indications for a gap between bot-
tom-up (based on emissions reporting) and atmospheric observa-
tion–derived emissions. This gap is discussed further in Chapter 
7, although it should also be noted that the uncertainty ranges of 
the two emission estimates currently overlap (Table 1-1). As for 
regional estimates, emissions of CCl4 in eastern China over the 
period 2013–2019 show year-to-year variability likely related to 
CFC-11 production (which is not surprising as CCl4 is a feedstock 
for CFC-11 production). Emissions were found to have increased 
after 2013, reaching 11.3 ± 1.9 kt yr–1 in 2016, and to have then 
decreased to 6.3 ± 1.1 kt yr–1 in 2019 (Park et al., 2021).

CH3CCl3 emissions are stable at about 2.3 Gg yr–1 in 2020, 
although there are differences in the emissions reported for 2016 
between the AGAGE (2.2 Gg yr–1) and NOAA networks (2.9 Gg 
yr–1). However, when considering the uncertainty ranges, the 
2016 and 2020 emission estimates are indistinguishable (Table 
1-1). In terms of regional studies, Say et al. (2019) derived CCl4 

emissions of 2.3 (1.5–3.4) Gg yr−1 and CH3CCl3 emissions of 
0.07 (0.04–0.10) Gg yr−1 for northern and central India during 
an aircraft campaign in June and July 2016. The studies focusing 
on China report a temporal evolution of CCl4 emissions similar to 
those of CFC-11 and CFC-12, with an increase from about 2012 
onwards, followed by a decrease that started approximately 
during 2016–2017, and 2019 emissions being comparable to 
those in 2011 (Lunt et al., 2018; Park et al., 2021).

Radiative forcing due to CCl4 declined to 13 mW m−2 in 
2020, equivalent to 5% of the radiative forcing due to CFCs. The 
radiative forcing due to CH3CCl3 remains negligible (Figure 1-4).

1.2.4 Hydrochlorofluorocarbons (HCFCs) 
Observations of Atmospheric Abundance. The global 

surface mean mole fraction of HCFC-22 (CHClF2) has continued 
to increase, from around 237 ppt in 2016 to around 248 ppt in 
2020 (Figure 1-1 and Table 1-1). However, its annual growth rate 
has decreased even further and is now about 0.5% (2019–2020) 
as compared to 1.8% in 2015–2016. In contrast, growth rates 
of HCFC-141b (CH3CCl2F) and HCFC-142b (CH3CClF2) have not 
continued their decline since 2016 (Figure 1-1). Their global 
abundances were 24.5 ppt and 22 ppt in 2016, respectively; 
i.e., within uncertainties they are identical to the 2020 values. 
Nevertheless, higher growth rates of these three HCFCs had 
been projected in the previous two Assessments, which is reflect-
ed in the higher abundances in the A1-2014 and A1-2018 scenar-
ios (Figure 1-1). These near-surface observations of abundances 
are in excellent agreement with FTIR-based abundances and 
trends (Figure 1-2 and Table 1-2; Prignon et al., 2019), whereas 
upper-tropospheric trends derived from the ACE-FTS satellite in-
strument are lower (HCFC-141b) or higher (HCFC-142b) than the 
other available trend estimates. It should be noted, however, that 
no comprehensive uncertainty analysis has been carried out for 
these satellite-based trends. 

Of the less abundant HCFCs, mole fractions of HCFC-124 
(CHClFCF3) were not reported in the last Assessment. These have 
since become available, changing from 1.1 ppt in 2016 to 0.9 ppt 
in 2020 (update from Simmonds et al., 2017). Vollmer et al. (2021) 
reported in situ observations of the newly detected HCFC-132b 
(CH2ClCClF2), which included a reconstruction of its historical 
atmospheric trends and abundances. This ODS first appeared in 
the atmosphere during the late 1990s, exhibiting a growth period 
until 2013, reaching 0.15 ppt in the NH. A brief period of decline 
was followed by another increase from around 2016 onwards to 
arrive at a global mole fraction of 0.14 ppt in 2020.

HCFC-133a (CF3CH2Cl) SH mole fractions remained stable at 
around 0.39 ppt between 2016 and 2020 (update from Laube et 
al., 2014) and globally were at 0.45 ppt in 2020. The abundances 
of HCFC-31 (CH2ClF) increased slightly from 0.09 ppt in 2016 to 
0.11 ppt in 2020 (update from Vollmer et al., 2021). No update 
is available for HCFC-225ca (CF3CF2CHCl2), which in 2012 was 
reported at 0.02 ppt.

Emissions, Lifetimes, and Radiative Forcings. Global emis-
sions of HCFC-22 may have started to decline in 2020 after a 
period of relatively constant emissions, with 2020 emissions of 
348 ± 53 Gg yr–1 and 337 ± 53 Gg yr–1 inferred using AGAGE and 
NOAA measurements, respectively, compared to 2016 emissions 
of 375 ± 50 Gg yr–1 and 373 ± 51 Gg yr–1, respectively. HCFC-
142b emissions show indications of a decline by a total of 5–6 Gg 
(22–25%) between 2016 and 2020, though the uncertainties of 
the estimates for these two years overlap. HCFC-142b emissions 
in 2020 were around 19 Gg yr–1. Global emissions of HCFC-141b 
of 58.1 ± 8.8 Gg yr–1 and 56.4 ± 8.2 Gg yr–1 from AGAGE and 
NOAA respectively in 2020 were smaller than in 2016, although, 
after an initial drop, emissions rose year on year since 2017, 
amounting to a total rise of ~4.5 Gg. Again, this is not a signif-
icant increase when considering the uncertainties (Table 1-1). 
However, the emission changes for those three HCFCs are consis-
tent with a sharp drop in reported HCFC consumption after 2012, 
particularly from Article 5 countries. Emissions of HCFC-124 have 
continued to decline since 2016, with 2020 emissions of 3.0 ± 
0.7 Gg yr–1. The 2020 emissions were, however, slightly larger 
(up to ~0.4 Gg yr–1) than those in the three preceding years.

A number of HCFCs with no known purposeful end use 
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continue to be emitted. Emissions of HCFC-133a remained at 
around 2 Gg yr–1 between 2017 and 2020 (update from Vollmer 
et al., 2021), which follows emissions of 2.8 ± 0.4 Gg yr–1 in 2016. 
HCFC-31 emissions between 2018 and 2020 were around 1 Gg 
yr–1, following a rise from 0.9 ± 0.2 Gg yr–1 to 1.3 ± 0.2 Gg yr–1 
between 2016 and 2017. The newly discovered HCFC-132b 
reached an all-time high in emissions in 2020 of 1.2 ± 0.5 Gg yr–1, 
up from 0.8 ± 0.3 Gg yr–1 in 2016.

Regional emission estimates of the three most abundant 
HCFCs are summarized in Table 1-3. A top-down study of 
India’s HCFC emissions was carried out using measurements 
made during an aircraft campaign in June and July 2016 (Say et 
al., 2019). Measurements included  HCFC-22, HCFC-141b, and 
HCFC-142b. The derived emissions were extrapolated to the 
whole of 2016, and show that India was reportedly responsible 
for 2.1% (1.6–2.7%, one standard deviation) of global HCFC-22 
emissions. In contrast, India was estimated to be responsible for 
7% of global HCFC-22 production in 2017 (Stanley et al., 2020), 
making it one of the primary global HCFC-22 manufacturers at 
the time. The relative contribution of India to global emissions is 
smaller for the other two HCFCs, at 1.8 (1.2–2.6) % of HCFC-141b 
and 0.4 (0.2–0.6) % of HCFC-142b.

The first top-down HCFC-22 emission estimates from Africa, 
using the first high-frequency halocarbon measurements made 
on the continent, show that South African emissions in 2017 were 
3.0 (1.6–4.4) Gg yr–1 (Kuyper et al., 2019), around 40% of those 
estimated from India in the previous year.

Recently published top-down emissions estimates for China 
show that HCFC-22 emissions peaked at 172 ± 37 Gg yr–1 in 
2013, although there was no statistically significant increase or 
decrease in emissions over the period 2011–2017 (Fang et al., 
2019c). These estimates are generally in agreement with bot-
tom-up emission estimates for China (Li et al., 2016), although 
uncertainties are comparably large. A reported rise in global HFC-
23 emissions (Stanley et al., 2020; see Chapter 2 for more details) 
has been linked to HCFC-22 production (as a by-product) in de-
veloping countries. There was previously a reported discrepancy 
(of ~23 Gg yr–1 in 2014, Hu et al., 2017) between top-down and 
bottom-up derived emissions in the United States; it is currently 
not known whether this persisted after 2014.

Top-down emission estimates of HCFC-141b in China de-
clined from 24 ± 5 Gg yr–1 in 2011 to 15 ± 2 Gg yr–1 in 2017, and 
emissions of HCFC-142b declined from 11 ± 3 Gg yr–1 in 2011 to 
6 ± 1 Gg yr–1 in 2017 (Fang et al., 2019c). A separate study, using 
an interspecies-correlation method (Yi et al., 2021, correlated to 
HCFC-22), also shows a decline in China’s HCFC-141b emissions 
from 13.1 Gg yr–1 in 2011 to 10.9 Gg yr–1 in 2019 (peaking at 15.7 
Gg yr–1 in 2015), and a decline in emissions of HCFC-142b from 
10.8 Gg yr–1 in 2011 to 6.0 Gg yr–1 in 2019 (peaking at 13.4 Gg 
yr–1 in 2012), though not all of China’s industrial centers are cov-
ered. From 2016 onwards, top-down estimates of HCFC-142b 
are significantly smaller than those projected using bottom-up 
methods (i.e., in Han et al., 2014, by around 50%), whereas prior 
to 2016 the top-down and bottom-up estimates were all in good 

Region Year

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

HCFC-22 (Gg yr –1)

Chinaa 139 ± 35 154 ± 51 172 ± 37 159 ± 34 146 ± 44 147 ± 36 147 ± 26

Chinab* 107 (79–129) 116 (87–142) 112 (91–153) 127 (95–161) 130 (124–131) 134 (127–135) 131 (124–135) 126 (116–132) 121 (108–131) 116 (100–130)

Europec* 18.6 16.1

Europec 15.2 ± 3.1 12.1 ± 2.0

Indiad 7.8 (6.0–9.9)

South Africae 3.0 (1.6 – 4.4)

USAf 48.8 ± 9.4 42.8 ± 3.1 41.1 ± 4.4 40.0 ± 5.9

USAg* 80 76 73 69 58 54 51 47 43

HCFC-141b (Gg yr –1)

Chinaa 24 ± 5 22 ± 6 18 ± 6 16 ± 7 15 ± 6 15 ± 3 15 ± 2

Chinah 13.1 14.3 14.2 15.7 15.5 10.3 10.6 11.6 10.9 

Chinai* 15.3 16.4 15.8 15.7 17.4 18.4 20.0 23.1 23.6 24.0

Indiad 1.0 (0.7–1.5)

HCFC-142b (Gg yr –1)

Chinaa 11 ± 3 11 ± 4 11 ± 4 11 ± 3 9 ± 3 8 ± 2 6 ± 1

Chinah 10.8 13.4 12.8 11.4 8.1 7.2 6.5 5.8 6.0

Chinaj* 12.7 14.6 12.3 12.1 12.6 12.6 12.5 12.2 11.9 11.7

Indiad 0.10 (0.06–0.14)

Table 1-3. Regional emissions estimates for HCFCs (mainly focusing on new estimates published since the last Assessment) for 
years where data are available. Uncertainties are given as the 68% uncertainty range or 1 standard deviation where available. 
Note that some estimates of HCFC-22, HCFC-141b, HCFC-142b, and HCFC-124 emissions are derived using a bottom-up meth-
od, while other estimates use a top-down approach. Estimates for India use measurements made only during June and July.

*Bottom-up; a Fang et al. (2019c); b Li et al. (2016); c Graziozi et al. (2015); d Kuyper et al. (2019) e Say et al. (2019); f Hu et al. (2017); g US EPA (2021); h Yi et al. (2021);
 i Wang et al. (2015); j Han et al. (2014)
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agreement. The top-down estimates for HCFC-141b in China 
generally show a decline in emissions. However, a bottom-up es-
timate projected that those emissions should increase by 6.6 Gg 
yr–1 between 2015 and 2020 (Wang et al., 2015).

HCFC-124 emissions in China are estimated to have re-
mained largely constant between 2011 and 2017 at around 0.8 
Gg yr–1 (Fang et al., 2019c), with no statistically significant year-
to-year variation. Emissions of two minor HCFCs, HCFC-133a and 
HCFC-132b, were shown to originate almost entirely from East 
Asia, and since 2016 the majority of these have been emitted from 
eastern China (Vollmer et al., 2021). 

Emissions of all HCFCs, in terms of their combined CFC-11-
equivalent, have continued to decline since 2016, supporting the 
previous Assessment’s suggestion that the 2007 adjustment to 
the Montreal Protocol has been effective in limiting HCFC emis-
sions. The 2020 CFC-11-equivalent emissions of HCFCs (16 ± 3 
Gg CFC-11 yr–1) are only around 21% of those from CFCs.

A similar decline has continued for the HCFCs in terms of 
their combined CO2-equivalence. HCFC emissions were 0.7 Pg 
CO2-equivalent yr–1 in 2020, similar to those from CFCs. Radiative 
forcing for all HCFCs remains dominated by HCFC-22, which 
contributed 86% of HCFC radiative forcing in 2020. Overall radi-
ative forcing for HCFCs has risen by 4% since 2016 and is, at 64.0 
mW m–2, equivalent to 25% of the forcing of CFCs in 2020.

1.2.5 Methyl Chloride (CH3Cl) 
Observations of Atmospheric Abundance. CH3Cl is not 

controlled under the Montreal Protocol and is largely natural in 
origin, although some direct (feedstock, coal combustion; e.g., 
Li et al., 2017) and indirect (biomass burning; e.g., Mead et al., 
2008) anthropogenic sources are known. The 2020 global mean 
mole fraction determined from the AGAGE and NOAA global 
networks was 546 and 549 ppt, respectively (Table 1-1). These 
values are around 1–2% lower than the 2016 values reported 
in the previous Assessment, and changes of this magnitude 
are well within historically observed variability since ongoing 

measurements commenced in the 1990s (Figure 1-1). It should 
be noted, though, that observations of CH3Cl abundances in the 
upper troposphere have repeatedly shown that the global values 
from ground-based networks may represent an underestimation 
by approximately 50–100 ppt of the amount of CH3Cl entering 
the stratosphere (Umezawa et al., 2014, 2015; Adcock et al., 
2021). This may be related to the nature of some of its sources 
(and also its terrestrial sink), as biomass burning tends to lift air 
rapidly, and many emissions in the tropics and in the source re-
gions near the Asian monsoon (i.e., two main input regions for air 
to the stratosphere) are not well captured due to the locations of 
the network stations (see also Box 1-2).

Emissions, Lifetime, and Radiative Forcing. Global emis-
sions of CH3Cl are estimated at around 4.7 Tg yr–1 both in 2016 
and 2020. In terms of regional emission estimates, anthropo-
genic emissions from China were previously estimated to aver-
age 363 ± 85 Gg yr−1 between 2008 and 2012 (Li et al., 2017), 
equivalent to about 7% of current global emissions. More recent 
evidence linked some of these emissions directly to iron and 
steel industrial processes, as unexpectedly high concentrations 
were found to be emitted in the sintering processes (Ding et al., 
2020). Another study reported that based on new kinetic isotope 
measurements of the main sink reactions of CH3Cl in combination 
with modeling, the tropical rainforest source of this gas might be 
much smaller than previously believed, i.e., 670 ± 200 Gg yr–1 
instead of around 2 Tg yr–1 (Bahlmann et al., 2019). This would in 
turn mean that a major CH3Cl source is missing.

In terms of regional emissions, southwest South African emis-
sions were estimated for the first time by an observation-based 
study at 9.7 (6.0–13.5) Gg yr–1 during 2017 by Say et al. (2020). 
In a more process-oriented study, Macdonald et al. (2020) report-
ed consumption of CH3Cl from the forefield of a retreating Arctic 
glacier, although this is unlikely to be a significant sink, given 
the relatively small fluxes and surface area. This could, however, 
be of future importance as the Arctic is one of the most rapidly 
warming regions of the Earth, and this additional sink process 
might become more significant. Other recently reported minor 
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Figure 1-6. CH3Br consumption 
(dashed lines), as reported in the 
UNEP database (UNEP, 2022), for 
non-QPS uses (blue) and QPS uses 
(red), and emissions (solid lines) 
from non-QPS uses (blue) and 
QPS uses (red). Total consumption 
and emissions are shown as black 
dashed and solid lines, respec-
tively. As in previous Assessments, 
soil fumigation emission rates are 
estimated as 65% of reported con-
sumption, and QPS emission rates 
are estimated as 84% of reported 
consumption (based on UNEP, 
2006, where uses are weighted 
averages with mean emission 
factors and the smallest non-QPS 
source, i.e., soil injection without 
a tarp, is removed from the calcu-
lation).
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or unquantified sources of CH3Cl include tropical mangroves 
(4–7 Gg yr–1; Koluso et al., 2018), rapeseed crops (~5 Gg yr–1; 
Jiao et al., 2020), advancing saltmarsh due to sea level rise (with 
the nearby degraded forest wetland acting as a net sink; Jiao et 
al., 2018), animal excrements on coastal Antarctic tundra soils 
(with those soils otherwise acting as a sink; Zhang et al., 2020), 
and copper-based chemical usage (2.5 ± 0.7 Gg yr–1; Jiao et al., 
2022).

With regard to its direct influence on anthropogenic-induced 
global warming, the effect from CH3Cl emissions on climate is 
small relative to other long-lived halogenated gases due to its 
very low radiative impact (GWP-100 of 5.54; Smith et al., 2021) 
and large natural emissions contributing to its current abundance.

1.2.6 Methyl Bromide (CH3Br) 
Observations of Atmospheric Abundance. CH3Br has the 

shortest atmospheric lifetime of all the controlled ODSs in this 
chapter (Annex), and its 2020 global mean surface mole frac-
tions from the AGAGE and NOAA networks, respectively, were 
6.52 ppt and 6.68 ppt (Figure 1-1 and Table 1-1). This is about 
30% lower than the peak observed between 1996 and 1998 and 
around 20% higher than the preindustrial SH mole fraction of 
5.5 ± 0.2 ppt derived from ice core measurements (Carpenter, 
Reimann et al., 2014). The global mean mole fraction had briefly 
grown around 2015–2016, but subsequently reverted to a slow 
decrease until about 2017, followed by a period with little over-
all change. The 2020 global CH3Br abundances were 0.33 ppt 
(AGAGE) or 0.17 ppt (NOAA) lower than the 2016 value of 6.85 
ppt. The cause of these difference between the networks is un-
clear, but it could arise from the various source and sink processes 
of this ODS and the partly different locations of the observing 
sites for these networks, in combination with its relatively short 
atmospheric lifetime causing a less even distribution throughout 
the global troposphere. It should also be noted that a compari-
son with 2016 global mole fractions is somewhat misleading, as 
abundances in 2014 and 2015 were considerably lower (between 
6.5 and 6.6 ppt, respectively), resulting in, e.g., no significant de-
crease when comparing abundances in 2015 and 2020.

Emissions, Lifetime, and Radiative Forcing. Global CH3Br 
emissions were relatively unchanged between 2016 (135 ± 21 Gg 
yr–1) and 2020 (131 ± 20 Gg yr–1; Table 1-1). This ODS is emitted 
by both natural and anthropogenic sources, including biomass 
and biofuel burning, oceanic emissions, fumigation, crops, and 
other vegetation (e.g., Montzka et al., 2003; Deventer et al., 
2018; Jiao et al., 2020; Nicewonger et al., 2022). Among the an-
thropogenic sources, the fumigation of soils, post-harvest storage 
of commodities, and the fumigation of structures are controlled 
under the Montreal Protocol. Production of CH3Br for use in quar-
antine and pre-shipment (QPS) for pest control in the transport 
of agricultural products, on the other hand, is exempt from the 
phaseout. The non-QPS consumption (i.e., other usage) dropped 
to 0.01 Gg in 2019, around 0.03% of its peak value (UNEP, 2022; 
Figure 1-6).

The reported consumption for QPS had been relatively sta-
ble for about two decades, from 1996 to 2016, as discussed in 
the previous Assessment. The temporal evolution between 2016 
and 2020 was similar, with increases from about 8.2 Gg yr–1 in 
2015 to about 10.7 Gg yr–1 in 2018, followed by a slight drop to 
9.5 Gg in 2020 (Figure 1-6). These relatively small fluctuations 
in reported consumption cannot explain the observed slowdown 

in the decline rates of both atmospheric mole fraction and IHD as 
observed by both the AGAGE and NOAA networks (Figure 1-1).

In terms of regional emissions, CH3Br from eastern China has 
been reported to have remained relatively constant at 4.1 ± 1.3 
Gg yr–1 for the period 2008–2019 (Choi et al., 2022). The esti-
mated emissions peaked in 2010 at 7.1 ± 1.3 Gg yr–1 and then de-
creased to 2.4 ± 1.3 Gg yr–1 in 2012, followed by a small positive 
trend in later years. This slight increase from 2014 to 2018 seems 
to reflect the impact of increased QPS use in traded commodi-
ties as reported to UNEP. There was, however, a significant dis-
crepancy of 2.9 ± 1.3 Gg yr–1 on average between the observa-
tion-inferred estimates and bottom-up emission estimates based 
on the consumption data reported to UNEP in 2008–2019. After 
the potential contributions of the rapeseed industry and biomass 
burning were assessed, the remaining discrepancy of about 1.4 
Gg yr–1 is likely due to fumigation use that was not reported and/
or inaccurately reported, or to emissions from unknown sources 
in eastern China.

As for recent vegetation-focused emission studies, several 
smaller sources have been investigated or revisited. Deventer et 
al. (2018) estimated the global salt marsh source to be 1.0 to 7.8 
Gg yr–1, based on a latitudinal examination of all the published 
salt marsh studies, while Jiao et al. (2020) reassessed the global 
source from rapeseed, downscaling the prior estimate of 5.2 Gg 
yr–1 to 2.8 ± 0.7 Gg yr–1. Advancing salt marshes due to sea level 
rise do not seem to change CH3Br emissions (Jiao et al., 2018), 
which is in contrast to emissions of CH3Cl. In addition, Jiao et 
al. (2022) reported CH3Br production induced by Cu(II)-based 
chemical usage, with a preliminary estimate of the global emis-
sions from that process of 4.1 ± 1.9 Gg yr–1.

After accounting for the decline due to anthropogenic 
emissions, changes in the interannual variability of the global 
mean atmospheric CH3Br have been found to be largely driv-
en by El Niño-Southern Oscillation (ENSO)-related changes in 
fire emissions, suggesting that climate variability may affect the 
future CH3Br budget (Nicewonger et al., 2022). The imbalance 
between CH3Br sources and sink terms of more than 30 Gg yr–1 
reported for the late 1990s (e.g., Yvon-Lewis and Butler, 2002; 
Yvon-Lewis et al., 2009) has declined to 20 Gg yr−1 from unknown 
sources, based on NOAA observations and a 6-box ocean-atmo-
sphere model (Saltzman et al., 2022). Time dependence and 
latitudinal distribution of the budget gap based on the model 
inversion suggests that it can be partitioned into a time-invariant 
natural source and a smaller time-varying component that scales 
with anthropogenic emissions during phaseout. Similar to CH3Cl, 
CH3Br emissions also have a very low direct radiative impact 
(GWP-100 of 2.43; Smith et al., 2021).

1.3 HALOGENATED VERY SHORT-LIVED 
SUBSTANCES (VSLSs) 

VSLSs are defined as trace gases whose local lifetimes are 
shorter than 0.5 years and consist of organic and inorganic ha-
logenated source gases (SGs) and product gases (PGs). The SGs 
include all VSLSs present in the atmosphere in the form they were 
emitted. Brominated and iodinated SGs are predominantly of 
natural oceanic origin, whereas chlorinated species have mostly 
anthropogenic sources. The halogenated PGs can arise from SG 
degradation and other sources of tropospheric halogens.
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In contrast to longer-lived ODSs, which account for most of 
the present-day stratospheric halogen loading, VSLSs are not con-
trolled by the Montreal Protocol (see Box 1-3 for commonalities 
and differences between VSLSs and ODSs). There is convincing 
evidence that VSLSs now contribute about 25% to stratospheric 
bromine and 3–4% to stratospheric chlorine (Carpenter, Reimann 
et al., 2014; Engel, Rigby et al., 2018). Even though the VSLS 
contribution to total stratospheric chlorine is relatively small, it 
has shown a strong positive trend over the last decades (Hossaini 
et al., 2019). Recent studies have suggested that tropospheric 
iodine can also reach the stratosphere (Koenig et al., 2020) and 
contribute to halogen-driven ozone loss (Cuevas et al., 2022). 

The overall contribution of VSLSs to stratospheric halogen 
loading and ozone destruction depends strongly on the spatial 
and temporal variability of their sources, transport pathways, and 
chemical transformation. In this section, we apply data from glob-
al networks to assess the mean surface mixing ratios and emis-
sions, whereas observations close to the tropopause are used to 
infer the input of VSLSs to the stratosphere. 

1.3.1 Tropospheric Abundance, Trends, and 
Emissions of Very Short-Lived Source Gases 
(VSL SGs)

Halogenated VSLSs are partially broken down during their 
transport to the stratosphere and show large spatial variability 
due to their nonuniform emission distributions and relatively 
short atmospheric lifetimes. A detailed compilation of chlorinat-
ed, brominated, and iodinated SG seasonal lifetimes was given in 
Table 1-5 of Carpenter, Reimann et al. (2014) and is updated in the 
Annex of this Assessment. Any interpretation of measurements 
from regional campaigns and global networks needs to take into 
account potential issues arising from the scarce spatial coverage 
and representativeness of the data. 

Since the last Assessment, updated global network obser-
vations of chlorinated VSLSs have led to new emission estimates. 
Long-term changes of these emissions can show pronounced 
regional differences. For brominated VSLSs, emission estimates 
have remained largely unchanged, with some reduction of the 
upper and lower limits. Emissions of iodinated VSLSs are now 
considered to include inorganic iodine sources, which dominate 
the tropospheric iodine budget. 

1.3.1.1 Chlorine-Containing VSL SGs
This section focuses on the chlorinated VSLSs most wide-

ly reported in the background atmosphere: dichloromethane 
(CH2Cl2), chloroform (trichloromethane, CHCl3), tetrachloro-
ethene (perchloroethylene, CCl2CCl2, shortened to C2Cl4), and 
1,2-dichloroethane (CH2ClCH2Cl). In particular, CH2Cl2 and 
CHCl3 have received much attention in the scientific literature 
in recent years due to increasing emission estimates. Long-term 
measurements of CH2Cl2 and C2Cl4 are available from both the 
NOAA and AGAGE surface networks, while measurements of 
CHCl3 are available only from AGAGE. Hemispheric mean mole 
fractions from these globally distributed measurements and emis-
sions derived with a 12-box model are given in Table 1-4 and 
shown in Figure 1-7, together with regional emissions based 
on inverse modeling approaches (Claxton et al., 2020; An et al., 
2021).

Dichloromethane (CH2Cl2) has shown steadily increasing 
mole fractions since the beginning of this century. Global mean 
mole fractions in 2020 amount to 38.3 and 45.5 ppt based 
on AGAGE and NOAA networks, respectively (Table 1-4). 
Differences between the global means of the two CH2Cl2 datasets 
of about 7 ppt in 2020 cannot be fully explained by the known 
calibration difference of ~10% (Carpenter, Reimann et al., 2014) 
and likely arise from differences in sampling locations between 
the networks. Large industrial sources lead to pronounced spatial 
variability (e.g., Claxton et al., 2020), which is also apparent in the 
strong IHDs with NH CH2Cl2 mole fractions being up to a factor of 
3.5 larger than those in the SH (Figure 1-7). Global mean mole 
fractions increased by 3.2% yr–1 and 3.0% yr–1 for 2019–2020 
based on AGAGE and NOAA, respectively (Table 1-4). These 
increase rates are smaller than the four-year mean increase rates 
for 2016–2020 of 4.3% yr–1 (AGAGE) and 4.6% yr–1 (NOAA). They 
are also considerably smaller than the peak growth rates of 6.7% 
yr–1 (AGAGE) and 6.6% yr–1 (NOAA) found for 2012–2016, thus 
confirming a slow flattening of the strong positive trends that oc-
curred after 2010.

Anthropogenic sources of CH2Cl2 have been estimated to 
account for roughly 90% of global emissions (Montzka, Reimann 
et al., 2010). Natural marine sources of CH2Cl2 might also play a 
role; however, oceanic emission estimates have large uncertain-
ties due to the paucity of observational data (e.g., Claxton et al., 
2020). Measurements from the AGAGE and NOAA networks 

Compound
Annual Mean Mole Fraction (ppt) Growth (2019–2020) Annual Global Emissions (Gg yr–1)

Network
2016 2019 2020 ppt yr–1 % yr–1 2016 2019 2020

CH2Cl2

32.7 37.1 38.3 1.2 3.2 943 (±179) 1061 (±203) 1130 (±211) AGAGE

38.4 44.2 45.5 1.3 3.0 1126 (±204) 1328 (±235) 1328 (±242) NOAA

CHCl3 9.0 8.7 8.7 0.0 0.0 345 (±70) 335 (±69) 339 (±70) AGAGE

C2Cl4

1.07 1.05 1.01 –0.04 –3.8 83 (±42) 86 (±40) 80 (±39) AGAGE

1.21 1.19 1.12 –0.07 –5.9 102 (±50) 98 (±49) 91 (±47) NOAA

Table 1-4. Annual global mean mole fractions of chlorinated VSL SGs and estimated emissions (including 1-sigma uncertainties) 
from the global networks. Emissions based on AGAGE and NOAA surface data were calculated using a global 12-box model 
(Cunnold et al., 1983; Rigby et al., 2013), identical to the global emissions shown in Figure 1-3 for longer-lived ODSs. The cal-
culations assume parameterized global steady-state total lifetimes of 0.54, 0.52, and 0.40 years for CH2Cl2, CHCl3, and C2Cl4, 
respectively.
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Figure 1-7. (left three panels) Monthly hemispheric mean mole fractions of C2Cl4, CHCl3, and CH2Cl2 derived from AGAGE (black) 
and NOAA (red) observations in the Northern (solid lines) and Southern (dotted lines) Hemispheres. (right three upper panels) 
Global emissions estimates (Gg yr–1) calculated using a global 12-box model (using methods described in Figure 1-3), with 1-sig-
ma uncertainties indicated by shading (AGAGE) or dotted lines (NOAA). Global emissions for C2Cl4 from Claxton et al. (2020) are 
reported with loss due to only OH and photolysis and including an additional chlorine sink (incl. Cl). (bottom right panel) Regional 
estimates for Asia, Europe, and North America (Claxton et al., 2020, blue), as well as China (Feng et al., 2018, purple; An et al., 
2021, yellow), are also shown together with 1-sigma uncertainties (shading). Estimates for China from Feng et al. (2018) use a 
bottom-up approach; all other regional estimates use a top-down methodology.
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suggest global CH2Cl2 emissions for 2020 of 1130 (±211) Gg yr–1 
and 1328 (±242) Gg yr–1 (Table 1-4), respectively, corresponding 
to a factor 2.5 increase compared to 2000. 

Regional emission estimates have highlighted the influence 
of CH2Cl2 emissions from Asia, and in particular from China, on 
the global estimates and their long-term changes. Based on 
surface observations and chemistry-transport modeling, Asian 
emissions have been suggested to account for about 90% of 
global emissions in 2017 (Claxton et al., 2020). The global emis-
sion estimates from that study show a total increase between 
2006 and 2017 of 534 Gg yr–1, which is in very good agreement 
with other estimates of global long-term changes (Figure 1-7). 
Regional CH2Cl2 emissions from Asia account for an increase of 
615 Gg yr–1, more than offsetting the small decrease in European 
and North American emissions over the same time period (Figure 
1-7). A substantial fraction of the Asian emission increase is driven 
by China, with a 217 Gg yr–1 increase estimated for 2005–2016 
based on a bottom-up emission inventory (Feng et al., 2018). A 
combined top-down and bottom-up CH2Cl2 emission estimate 
suggests an even larger role for emissions from China, with an 
increase of 395 Gg yr–1 for 2011–2019 completely accounting for 
the global emission increase over the same time period (An et al., 
2021). On a local scale, strongly enhanced mole fractions have 
been observed in China, potentially due to enhanced local emis-
sions (Benish et al., 2021; Zeng et al., 2020). In addition, emis-
sions from India appeared to have experienced a pronounced 
increase of 77 Gg yr–1 from 2008 to 2016 (Say et al., 2019).

Global chloroform (CHCl3) mole fractions (Table 1-4) slight-
ly decreased from 9.0 ppt in 2016 to 8.7 ppt in 2020 (AGAGE). 
Interestingly, NH surface concentrations increased quite rapidly 
between 2011 and 2017 (Figure 1-7), by 4.9% yr–1; however, 
around 2018, concentrations dropped in a steplike manner back 
down to 2015 levels. A detailed analysis focusing on 2010–2015 
revealed that the background CHCl3 concentrations increased at 
nearly all stations, but the number of pollution events with high-
ly elevated CHCl3 only increased at stations in Asia, suggesting 
nearby sources (Fang et al., 2019a).

Atmospheric CHCl3 stems from natural and anthropogenic 
emissions, with the contribution from each source term current-
ly being debated and anthropogenic emission estimates rang-
ing from 10% (McCulloch, 2003) to at least 50% (Worton et al., 
2006) of the total emissions. In addition to the known natural 
sources (e.g., phytoplankton, peatlands, soils, and plants), CHCl3 
emissions from Antarctic tundra (Zhang et al., 2021), Dead Sea 
landscapes (Schechner et al., 2019), and coastal wetlands de-
graded by sea level rise (Jiao et al., 2018) were recently identified. 
Measurements from the AGAGE network suggest total global 
CHCl3 emissions for 2020 of 339 (±70) Gg yr–1 (Table 1-4). 
Consistent with the global mole fractions, emissions increased 
until 2017 and dropped sharply afterwards back to 2015 values 
(Figure 1-7). Regional emission estimates for 2010–2015 sug-
gest that the global emission increase of 44 Gg over this time 
period can be explained entirely by increasing emissions from 
eastern China (Fang et al., 2019a; 2019b).

Atmospheric C2Cl4 has continued to decrease over the past 
few decades (Figure 1-7). Global mean mole fractions in 2020 
amount to 1.01 and 1.12 ppt based on the AGAGE and NOAA 
networks, respectively (Table 1-4). Decrease rates of 3.8% yr–1 
(AGAGE) and 5.9% yr–1 (NOAA) for 2019–2020 are similar to val-
ues provided in the last Assessment for 2015–2016, suggesting 

that while the decreasing trend has slowed down when com-
pared to the first decade of this century, it is still ongoing. 

In consequence, global C2Cl4 emission estimates also show 
a slow decline, reaching values of 80 (±39) Gg yr–1 and 91 (±47) 
Gg yr–1 for AGAGE and NOAA, respectively (Table 1-4). The 
long-term decline of C2Cl4 emissions based on the 12-box model 
is in good agreement with estimates based on chemistry-trans-
port modeling if the termolecular loss reaction of C2Cl4 with Cl 
atoms is not included (Figure 1-7). The latter approach suggests 
similar emissions from North America, Europe, and Asia, which 
together account for the total global emissions (Claxton et al., 
2020). It also demonstrates the sensitivity of the emission esti-
mates to the atmospheric C2Cl4 lifetime by showing that global 
emissions are ~1.5 times higher if an uncertain chlorine sink is in-
cluded. Regional top-down emission estimates suggest modest 
contributions from India (2.9 ± 0.5 Gg yr–1) and South Africa (0.8 
± 0.2 Gg yr−1), accounting for 3.5% and 1% of the global emis-
sions, respectively (Say et al., 2019; 2020).

No 1,2-dichloroethane (CH2ClCH2Cl) measurements have 
been published for either the AGAGE or the NOAA network; as a 
result, its budget and emissions are poorly constrained. Based on 
2013/14 aircraft observations, boundary layer CH2ClCH2Cl mole 
fractions are of the order ~10–20 ppt in the NH (Engel, Rigby et 
al., 2018), with SH mole fractions a factor of ~6 lower (Hossaini et 
al., 2016), indicative of dominant anthropogenic sources. 

For other minor chlorinated VSLS compounds such as chlo-
roethane (C2H5Cl) and 1,2-dichloropropane (C3H6Cl2), note-
worthy mole fractions have been observed in and above the 
planetary boundary over a highly industrialized region in China 
during spring 2016 (Benish et al., 2021). No global background 
values are available for either of the two gases. While C2H5Cl and 
C3H6Cl2 abundances were significantly lower than that of CH2Cl2, 
they were of the same magnitude as CHCl3 and CH2ClCH2Cl, with 
all chlorinated VSL SGs being enhanced in this region compared 
to their global tropospheric background levels.

Short-lived halogenated unsaturated hydrocarbons (halo-
genated olefins), including the hydrofluoroolefins (HFOs) and 
the hydrochlorofluoroolefins (HCFOs), have been introduced as 
alternatives to HCFCs and HFCs due to their low GWP. While the 
HFOs are included in Chapter 2, the HCFOs are discussed as part 
of the VSLSs in this section. The only atmospheric record of HCFOs 
currently available is that for HCFO-1233zd(E) (E-CF3CH=CHCl) 
from central Europe, where it has been detectable in all samples 
since 2016. A mean mole fraction of 0.03 ppt observed at the 
Jungfraujoch station in 2016 has increased to 0.19 ppt in 2020 
(update from Vollmer et al., 2015a), which under the assumption 
of linear growth corresponds to an increase of 36% yr–1. Based 
on these observations, HCFO-1233zd(E) emission estimates from 
Switzerland of 6 Mg yr–1 were derived for 2019/20 (Rust et al., 
2022). 

1.3.1.2 Bromine-Containing VSL SGs 
The most abundant brominated VSLSs, bromoform (CHBr3) 

and dibromomethane (CH2Br2), are largely produced by ma-
rine organisms such as macroalgae and phytoplankton (e.g., 
Carpenter and Liss, 2000; Leedham et al., 2013; Keng et al., 
2021). CHBr3 also has some anthropogenic sources resulting 
from the chemical treatment of sea water used in cooling units, 
industry, and desalination plants, as well as for ship ballast  water 
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Box 1-3. Metrics for ODSs and VSLSs

Halogenated long-lived ozone-depleting substances (ODSs; lifetimes >0.5 yr) and very short-lived substances (VSLSs; lifetimes 
<0.5 yr) both contribute to stratospheric ozone depletion. However, the two groups of gases differ substantially in terms of their 
sources, emissions, and tropospheric processing. Some of the existing metrics traditionally used to evaluate long-lived ODSs cannot 
be directly applied to VSLSs without considering additional adjustments. 

Commonalities and differences

Long-lived ODSs have largely anthropogenic sources, resulting from their past use and from current inadvertent by-product 
formation. Some gases have accumulated substantial banks over the past decades, which can delay emission reductions. Only a 
small fraction of ODSs stem from natural sources such as oceanic and terrestrial ecosystems. VSLSs have both natural and anthropo-
genic sources, with brominated and iodinated VSLSs being mostly produced naturally in the ocean and some smaller anthropogenic 
contributions from coastal power plants and ships (Maas et al., 2021). In contrast, chlorinated VSLSs originate largely from industrial 
processes, and their atmospheric abundances have increased strongly over the last two decades due to growing industrial emissions 
(Claxton et al., 2020). Noteworthy natural VSLS emissions can be impacted by anthropogenically driven oceanographic, meteoro-
logical, and air quality changes (Chapter 7). In consequence, there could be future changes in VSLS emissions resulting from direct 
anthropogenic emissions or anthropogenically altered natural emissions. Distinguishing between these two source terms will be a 
challenge, due to the existing large uncertainties in emission estimates and the paucity of observational data (see Box 1-2).    

Most long-lived ODSs persist in the atmosphere for decades to centuries and are therefore well mixed throughout the tropo-
sphere. Irrespective of the geographic location of their emissions, nearly all long-lived ODSs are eventually injected into the strato-
sphere, where they release their ozone-depleting chlorine and bromine. In consequence, their impact on stratospheric ozone is 
largely independent of changes in emission location and troposphere-stratosphere transport patterns. In contrast, VSLSs can under-
go rapid chemical degradation with pronounced lifetime variations depending on the distribution of tropospheric oxidants (e.g., 
Rex et al., 2014) and background conditions such as temperature and solar flux (e.g., Hossaini et al., 2010). In consequence, the 
impact of VSLSs on stratospheric ozone depends on a complex interplay between emission location, transport patterns, efficiency of 
deposition processes, and chemical processing, with enhanced transport in the tropics being of particular importance. In addition, 
VSLSs in inorganic form can impact tropospheric chemistry, thus contributing to tropospheric and stratospheric ozone depletion. 

Box 1-3 Figure 1. Schematic of long-lived ozone-depleting substances (ODSs) and halogenated very short-lived 
substances (VSLSs).
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Conventional metrics and their adjustments

Ozone depletion potential (ODP) was introduced as a metric for assessing a compound’s ability to destroy stratospheric ozone 
(Wuebbles, 2015) and has been used extensively in policy frameworks, including the Montreal Protocol. The original concept was 
developed for long-lived ODSs and, given their uniform distribution and negligible chemical loss in the troposphere, is based on a 
single-value index independent of emission location and season. Moreover, the original ODP concept, having been developed for 
long-lived gases that do not impact tropospheric ozone, is based on the total column ozone change. 

The more recent application of the ODP concept to VSLSs has led to some modifications of the original definition. As the ODP 
of a VSLS can change by a factor of up to 30 depending on where the emissions occur, ODP estimates for VSLSs must be reported as 
a function of season and location of emissions (e.g., Ko, Poulet et al., 2003; Brioude et al., 2010). Furthermore, the contribution of 
VSLSs to tropospheric ozone destruction needs to be excluded when calculating their ODP (Pisso et al., 2010; Claxton et al., 2019), 
prompting the introduction of the term stratospheric ODP (SODP, Zhang et al., 2020). Maps of SODP-weighted emissions and their 
global averages allow for the direct comparisons of the impact of short- and long-lived halogens on stratospheric ozone (Tegtmeier 
et al., 2015). For long-lived gases, ODP and SODP have nearly the same values, whereas for VSLSs, the difference between these two 
metrics provides a measure of their influence on tropospheric ozone (Zhang et al., 2020).

Quantitative intercomparisons of the total chlorine and bromine contributions to the stratospheric halogen loading also suffer 
from inconsistencies. For example, chlorinated VSLSs are taken into account when estimating the total tropospheric organic chlorine 
(Section 1.4.1.1), whereas brominated VSLSs are not included in the calculation of the total tropospheric organic bromine (Section 
1.4.2.1). While this approach does not alter existing tropospheric halogen trends, brominated VSLSs may be of growing interest for 
trend estimates in coming years, given their highly uncertain future changes (Chapter 7). 

A metric of the total amount of halogen-driven stratospheric ozone depletion is the equivalent effective stratospheric chlorine 
(EESC; Section 1.4.4). Current formulations of EESC (Engel et al., 2018) do not include the impact of VSLSs on stratospheric ozone 
and thus do not reflect their changing emissions over time. Given the highly variable tropospheric lifetimes of VSLSs, quantifying their 
contribution to EESC requires a seasonally resolved stratospheric injection function taking into account their tropical tropopause 
abundance, instead of the global annual surface mean values usually considered for ODSs.

Overall, large improvements in the understanding of VSLS emissions and tropospheric processing have been made over the 
recent decades. This has led to adjustments of some of the existing metrics, providing a basic framework for consistent intercompar-
ison of VSLS and ODS impacts on stratospheric ozone. Other metrics continue to include only ODSs and might change in the future 
once detailed VSLS distribution estimates are available.

(Boudjellaba et al., 2016; Maas et al., 2019; 2021; Quivet et al., 
2022). Their marine boundary layer mole fractions amount to 1.2 
ppt (CHBr3) and 0.9 ppt (CH2Br2) on average (Table 1-5), with a 
pronounced spatial variability. 

Air-sea fluxes of brominated VSLSs show large spatio tempo-
ral variations driven by changes in primary marine productivity, 
biogeochemical cycling, anthropogenic sources, sea  surface 
temperature, and meteorology. Ship-based and land-based ob-
servations suggest high fluxes in coastal and upwelling regions 
with steep gradients toward the open ocean (e.g., Ziska et al., 
2013). Given this large variability and the lack of adequate sea-
sonal and spatial coverage of observational data, brominated 
VSLS emission inventories are not well constrained, with bot-
tom-up estimates being a factor of two lower than top-down 
estimates. For CHBr3, the range of global emission estimates of 
120–820 Gg Br yr− 1 given in the last Assessment (Engel, Rigby et 
al., 2018) has been changed to 150–820 Gg Br yr–1, reflecting an 
update of the Ziska et al. (2013) emission climatology (Fiehn et al., 
2018). The updated inventory shows enhanced CHBr3 emissions 
in the tropical Indian Ocean and subtropical northern Atlantic, 
with emissions in the west Indian Ocean being almost twice as 
large as previous estimates. A new CHBr3 emission inventory from 
a data-oriented machine-learning algorithm suggests an oceanic 
source of 385 Gg Br yr–1, falling in the middle of the range of ex-
isting estimates (Wang et al., 2019). The study derived very high 
regional CHBr3 emissions for the Bay of Bengal and South China 

Sea; the authors pointed out that these might be overestimated 
due to the lack of data in these regions and therefore require fur-
ther confirmation.

Anthropogenic sources of CHBr3 from the chlorination of 
coastal power plant cooling water in East and Southeast Asia 
have been estimated to amount to 25–75 Gg Br yr–1 (Maas et 
al., 2021). As such industrial sources are not included in any of 
the existing bottom-up emission inventories, they could explain 
some of the discrepancies between different approaches. For 
CH2Br2, the range from the last Assessment (57–280 Gg Br yr−1) 
has been reduced to 54–100 Gg Br yr−1 when taking the new 
machine-learning algorithm estimates into account. This is consis-
tent with a model sensitivity study showing more realistic CH2Br2 
abundances in the lower-stratosphere NH high latitudes if the 
lower emission scenarios (i.e., Liang et al., 2010; Ordóñez et al., 
2012) are used (Keber et al., 2020). Potential future changes of 
brominated VSLS emissions are discussed in Chapter 7.

1.3.1.3 Iodine-Containing VSL SGs 
Iodinated VSLSs include the group of organic SGs, which 

stem from biotic (e.g., phytoplankton and cyanobacteria) and 
abiotic (e.g., photochemical breakdown of dissolved organic 
matter) oceanic sources. For the first time, this section also dis-
cusses inorganic iodine emissions, as new studies suggest that 
both organic and inorganic sources can contribute iodine to 
the stratosphere. Consequently, and differing from other VSLS 
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and ODS sources, iodine SGs include both organic (i.e., car-
bon-bonded) and inorganic (i.e., HOI, I2), gas-phase emissions 
from the surface. However, since inorganic iodine plays an ac-
tive role in tropospheric chemistry (i.e., recycling back and forth 
among reactive and reservoir species), the inorganic iodine SGs 
are expected to be completely recycled to inorganic PGs before 
they reach the upper troposphere (Section 1.3.2.3).

Methyl iodide (CH3I) is the main organic iodine-containing 
source gas, with a mean mole fraction of 0.8 ppt in the marine 
atmospheric boundary layer (Table 1-5). Air-sea fluxes of CH3I 

from coastal and open-ocean environments have been estimated 
to cause an input of 157–550 Gg I yr−1 to the atmosphere (Butler 
et al., 2007; Ziska et al., 2013), which is unchanged compared to 
the last two Assessments. CH3I has been proposed as a replace-
ment of CH3Br as it is very effective in controlling a wide variety 
of soil pests and weeds (Waggoner et al., 2000). However, envi-
ronmental and health concerns have limited its use as fumigant, 
and no current emission estimates from such sources exist. Other 
iodinated VSLSs, such as CH2I2, CH2IBr, and, CH2ICl account for 
an additional 340 Gg I yr−1. Iodotrifluoromethane (CF3I), currently 
under consideration as a replacement for halon in fire suppression 

Marine Boundary Layer Lower TTL LZRH(z0)1 Upper TTL Tropical Tropopause

Height Range 12 – 14 km 14.5 – 15.5 km 15.5 – 16.5 km 16.5 – 17.5 km

Potential Temperature Range 340 – 355 K 355 – 365 K 365 – 375 K 375 – 385 K

Median2 Range4 Mean3 Range4 Mean3 Range4 Mean3 Range4 Mean3 Range4

Chlorinated VSLSs Based on Measurements from 2015 Onwards

CH2Cl2 36.9 30.4–59.3 37.1 29.2–55.7 41.6 30.8–68.4 41.3 33.4–56.9

CHCl3 7.7 5.8–8.4 7.7 6.0–8.6 7.8 5.7–8.5 6.7 5.4–7.8

C2Cl4 0.77 0.42–1.02 0.66 0.32–0.95 0.55 0.15–0.90 0.31 0.07–0.71

CH2ClCH2Cl 8.3 3.3–11.4 8.7 3.3–13.6 7.2 1.9–12.1 4.0 1.0–8.4

Brominated and Iodinated VSLSs Based on Measurements from 2004 Onwards

CHBr3 1.2 0.4– 4.0 0.61 0.22–1.51 0.45 0.05–1.60 0.35 0.02–1.20 0.18 0.01– 0.54

CH2Br2 0.9 0.6–1.7 0.93 0.61–1.15 0.81 0.49–1.08 0.72 0.30 –1.11 0.59 0.17– 0.89

CH2BrCl 0.10 0.07– 0.12 0.22 0.07–0.45 0.19 0.08–0.45 0.22 0.10–0.42 0.18 0.07–0.40

CHBr2Cl 0.3 0.1– 0.8 0.13 0.06–0.23 0.10 0.04–0.19 0.09 0.02–0.16 0.06 0.00–0.14

CHBrCl2 0.3 0.1– 0.9 0.23 0.14–0.55 0.17 0.08–0.40 0.15 0.07– 0.31 0.11 0.05–0.32

CH3I 0.8 0.3–2.1 0.16 0.00– 0.49 0.10 0.00–0.32 0.05 0.00–0.32 0.03 0.00– 0.14

Total VSLS Halogen Budgets Based on Estimates Above

Total Cl 118 87–173 118 85–170 124 84–191 113 (105)5 86–158 
(85–125)5

Anthrop. Cl6 98 72–147 99 70–144 104 69–164 94 71–134

Total Br 6.5 2.8–18.0 4.4 2.2– 8.3 3.5 1.3–8.3 3.0 0.9–6.9 2.1 0.5–4.4

Total I 0.8 0.3–2.1 0.16 0.00–0.49 0.10 0.00– 0.32 0.05 0.00– 0.32 0.03 0.00– 0.14

Table 1-5. Summary of observed mole fractions (in ppt) of VSL SGs from the marine atmospheric boundary layer (MBL) to the 
tropical tropopause layer (TTL) and above. Note that many of the upper-tropospheric measurements were made at least one 
decade ago in the case of brominated and iodinated SGs. As chlorinated SGs have significant anthropogenic sources and some 
show trends, data are based only on measurements from 2015 onwards.

Notes:
1 LZRH (z0) corresponds to the level of zero clear-sky radiative heating (see Box 1-3 of Carpenter, Reimann et al., 2014). As in the previous Assessment, this level is at about 
15 km or 360 K, where there is a transition from clear-sky radiative cooling to clear-sky radiative heating. 
2 In the MBL, abundances are median values. For tropical MBL CH2Cl2, CHCl3, CH2ClCH2Cl, and C2Cl4, no updates exist to the data from the CAST and CONTRAST 
missions presented in the last Assessment. MBL CHBr3, CH2Br2, and CH3I data are based on tropical data from the HalOcAt campaign (Ziska et al., 2013). MBL CH2BrCl, 
CHBr2Cl, and CHBrCl2 data are from the previous Assessment (Carpenter, Reimann et al., 2014). 
3 In the TTL, abundances are mean values. For brominated VSLSs and CH3I, data have been compiled from observations obtained during the Pre-AVE, CR-AVE, TC4, 
HIPPO, SHIVA, CONTRAST, and ATTREX aircraft campaigns (Navarro et al., 2015; Pan et al., 2017; Sala et al., 2014; Wofsy et al., 2011) and from balloon observations 
(Brinckmann et al., 2012). ATTREX values used here differ from those used in Wales et al. (2018), as they have been filtered by altitude instead of applying any tracer-tracer 
correlation. For chlorinated VSLSs, data are from the VIRGAS (2015) and POSIDON (2016) missions in 2015/16 only. (See below for definitions of field mission acronyms.) 
Note that calibration scales for VSLSs may differ among different research groups (e.g., Hall et al., 2014; Jones et al., 2011). Intercalibration of standards during CAST, 
CONTRAST, and ATTREX revealed generally good agreement between VSLS measurements performed by different instruments (relative standard deviation of <10%), 
although losses in aircraft sampling lines can add a major source of uncertainty (Andrews et al., 2016).
4 In the MBL, the stated observed range is 10th to 90th percentile. In the TTL, the stated observed range represents the smallest mean minus 1 standard deviation and the 
largest mean plus 1 standard deviation.
5 Values for 2019 are based on updated model simulations first described in Hossaini et al. (2019), which is used to derive total stratospheric VSL source gas injection for 
chlorine, as explained in Section 1.3.2.1. Model values are used in order to reduce variability from individual campaigns in assessing total Cl input to the stratosphere.
6 The anthropogenic fraction of VSLS (Anthrop. Cl) is approximate and has been calculated from the sum of 90% of CH2Cl2, 50% of CHCl3, and 100% of other compounds. 
Anthropogenic CHCl3 source contributions are highly uncertain and have been chosen here as the upper range estimate of 50%.  

Pre-AVE = Pre-Aura Validation Experiment (2004); CR-AVE = Costa Rica-Aura Validation Experiment (2006); TC4 = Tropical Composition, Cloud, and Climate Coupling 
missions (2007); HIPPO = HIAPER (High-Performance Instrumented Airborne Platform for Environmental Research) Pole-to-Pole Observations (2009–2011); SHIVA = 
Stratospheric Ozone: Halogen Impacts in a Varying Atmosphere (2011); ATTREX = Airborne Tropical TRopopause EXperiment (2011, 2013, and 2014); CAST = Coordinat-
ed Airborne Studies in the Tropics (2014); CONTRAST = Convective Transport of Active Species in the Tropics (2014); VIRGAS = Volcano-plume Investigation Readiness 
and Gas-phase and Aerosol Sulfur (2015); POSIDON = Pacific Oxidants, Sulfur, Ice, Dehydration, and cONvection (2016).
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systems, has been estimated to have very little impact on strato-
spheric ozone due to its short lifetime (Zhang et al., 2020).

Inorganic iodine emissions occur in the form of hypoiodous 
acid (HOI) and molecular iodine (I2) fluxes when ocean surface 
iodide (I−) dissolved in the seawater reacts with deposited gas-
phase ozone (Carpenter et al., 2013). Emission estimates of inor-
ganic iodine depend strongly on surface I− concentrations, which 
can vary by more than two orders of magnitude and are difficult to 
parameterize in regions that lack observational data (e.g., Wadley 
et al., 2020). A high-resolution dataset of sea-surface I− estimates 
based on a machine learning algorithm suggests highest I− con-
centrations in the tropics (Sherwen et al., 2019; Carpenter et al., 
2021). Another uncertainty arises from the effect of the sea sur-
face microlayer on I2 solubility and emissions, which is currently 
not fully understood (Tinel et al., 2020). Global estimates of oce-
anic inorganic iodine emissions stem from modeling studies and 
range between 1.9 Tg I yr–1 (Prados-Roman et al., 2015) and 2.1 
Tg I yr–1 (Sherwen et al., 2016). In consequence, inorganic iodine 
sources dominate the tropospheric iodine budget (Prados-Roman 

et al., 2015) and can account for a large fraction of tropospheric 
iodine oxide (IO) levels in the tropical Atlantic (Read et al., 2008; 
Lawler et al., 2014) and eastern Pacific (MacDonald et al., 2014), 
although they fail to adequately explain IO measurements in the 
Indian and Southern Oceans (Inamdar et al., 2020). Potential 
future changes of iodinated VSLS emissions are discussed in 
Chapter 7.

1.3.2 Input of VSLS Halogen to the 
Stratosphere 

During transport from their surface sources to the strato-
sphere, halogenated SGs can undergo chemical degradation 
mainly through reaction with OH or photolysis. The originating 
halogenated PGs can experience dry and wet scavenging during 
transit to the stratosphere. We differentiate between strato-
spheric halogen input in the form of the emitted source gases 
(source gas injection [SGI]) and in the form of product gases 
(product gas injection [PGI]). While PGI has been traditionally 
based on gas-phase inorganic halogens, it can now also include 

Figure 1-8. Stratospheric chlorine source gas injection (ppt Cl) from (a) CH2Cl2, (b) CHCl3, (c) C2Cl4, (d) CH2ClCH2Cl, and (e) total. 
Model results (solid lines) with the ±1-sigma uncertainty (shading) are tropical mean (20°N–20°S) values derived from simula-
tions with the offline 3-D chemistry-transport model TOMCAT/SLIMCAT constrained by observed surface abundances of these 
source gases. Observed tropopause quantities (filled circles) are averages (vertical bars denote ±1-sigma) for available aircraft 
data between 16.5 and 17.5 km in the tropics from Pre-AVE in 2004; CR-AVE in 2006; TC4 in 2007; ATTREX in 2011, 2013, and 
2014; VIRGAS in 2015; and POSIDON in 2016 (campaign acronyms are provided in Table 1-5). [Updated from Hossaini et al., 
2019.] 
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carbon-bonded compounds (e.g., phosgene) and particulate 
iodine (iodine taken up in particles). The relative contributions 
of SGI and PGI are different for each compound and depend on 
source distributions, tropospheric loss rates, timescales of tropo-
sphere-to-stratosphere transport, heterogeneous recycling pro-
cesses, and removal by precipitation or sedimentation. 

SGI is estimated from the global average halogen SG mix-
ing ratios transported into the stratosphere and has been quan-
tified from measurements around the tropical tropopause (~17 
km), complemented by model simulations. PGI is estimated 
as the global average inorganic halogen mixing ratio injected 
into the stratosphere and has been derived mostly from global, 
Lagrangian, and box-modeling studies oriented to reproduce air-
craft and balloon observations close to the tropopause.

1.3.2.1 Input of VSLS Chlorine to the 
Stratosphere 

The input of VSLS chlorine to the stratosphere amounts to 
a total of 130 ± 30 ppt Cl in 2020. The underlying SGI and PGI 
contributions are estimated based on model data constrained by 
surface observations as well as aircraft and satellite observations, 
as explained below. 

Observation-based chlorine SGI from VSLSs was estimated 
as 113 (86–158) ppt Cl based on measurements from the two 
tropical campaigns VIRGAS (2015) and POSIDON (2016; Table 
1-5). CH2Cl2, CHCl3, and CH2ClCH2Cl account for ~73%, ~18%, 
and ~7% of this total, respectively; the remaining ~1% stems from 
C2Cl4. Total chlorine SGI has increased by 13 ppt Cl (12%) com-
pared to observational estimates given in the last Assessment and 
based on 2013/14 aircraft missions, with most of this difference 
(10 ppt Cl) driven by anthropogenic VSLS changes. It is notewor-
thy that the campaign-derived estimates might not reflect tropical 
average SGI trends, given the significant spatiotemporal variabil-
ity in VSLS transport and lifetimes. For instance, aircraft measure-
ments in the Asian summer monsoon anticyclone region during 
the StratoClim campaign (2015/16) showed significantly en-
hanced levels of CH2Cl2, CH2ClCH2Cl, and CHCl3 (Adcock et al., 
2021). In total, the three gases add up to 169–393 ppt Cl, which 
is more than two times the abundances observed over the West 
Pacific and Gulf of Mexico region, highlighting that the anticy-
clone acts as a rapid transport mechanism of nearby surface emis-
sions into the stratosphere. Observations above Europe and the 
Atlantic during the WISE aircraft campaign (2017) detected up to 
a 150% (100%) enhancement in CH2Cl2 (CHCl3) in air masses that 

entered the extratropical UTLS via the Asian summer monsoon an-
ticyclone (Lauther et al., 2022). On a global scale, the enhanced 
entrainment has been estimated to contribute between 0.3 and 
34.9 ppt to total equivalent chlorine in the NH lower stratosphere 
(Adcock et al., 2021; Ploeger et al., 2017).

Model-based chlorine SGI from VSLSs in 2019 is 105 (85–
125) ppt (Table 1-5), showing good agreement with the obser-
vational data (Figure 1-8; update of Hossaini et al., 2019), with 
differences largely explained by limited sampling during individ-
ual campaigns. The chemistry-transport model simulations based 
on the latest and most up-to-date model version give an updated 
value of 96 (77–115) ppt for chlorine SGI in 2016. Consistent with 
the observed surface mole fractions, which are used to drive the 
simulations, the SGI model estimates show a continuous positive 
trend due to growing CH2Cl2, with slower growth after 2014 com-
pared to earlier years.

Chlorinated PGI have been estimated based on TTL obser-
vations of phosgene (COCl2) and hydrogen chloride (HCl), which 
can arise from chlorinated VSLS PGI or from recirculation of strato-
spheric air. Based on observations of COCl2 (up to 32 ppt Cl) and 
HCl (up to 20 ppt Cl), chlorinated VSLS PGI was estimated as 25 
ppt in the last Assessment (Engel, Rigby et al., 2018). The con-
tribution of VSLSs to satellite measurements of COCl2 between 
2004 and 2016 changed from 20% to 27% (Harrison et al., 2019), 
consistent with model-derived long-term trends of chlorine PGI 
over the same time period (Hossaini et al., 2015). This trend is 
suspected to be driven by the growth of the CH2Cl2 degradation 
products, which are the largest contributors to the overall PGI 
(Hossaini et al., 2019).

Chlorinated VSLS PGI estimates are also available from 
model simulations, with the complexity of the involved chemi-
cal processes being one of the major challenges. Hossaini et al. 
(2019) determined a non-zero chlorine PGI from VSLSs of ~18 
(±5) ppt Cl, which increases to ~34 (±7) ppt Cl if no tropospheric 
wet removal of chlorinated PGs is assumed. Following the meth-
odology of the last Assessment, we derive a best estimate of 25 
(13–50) ppt Cl PGI from VSLSs (Table 1-6), with the lower limit re-
flecting the lower limit from modeling work (Hossaini et al., 2019) 
and the mean value and upper limit reflecting the observational 
estimates.

In summary, a total of 130 (100–160) ppt Cl is injected into 
the stratosphere, according to our best estimates (Table 1-6). 
The contribution from SGI accounts for 105 (85–125) ppt Cl and 
is based on model data constrained by surface observations 

VSLS Best Estimate (ppt) SGI1 PGI2 Total (SGI + PGI)3

Chlorine 105 (85–125) 25 (13–50) 130 (100–160)

Bromine 2.1 (0.5–4.4) 2.8 (1.8–4.2) 5 (3–7)

Iodine 0–0.1 0.3–0.8 0.3–0.9

Table 1-6. Summary of estimated VSL source gas injection (SGI) and product gas injection (PGI) contributions to stratospheric 
halogens (based on observations and model results).

Notes:
1 The SGI estimate for chlorinated SGs, which show increasing trends, is representative of the year 2019 based on model data (see Table 1-5). SGI for bromine and iodine 
represent the global mean from 2004 onwards, as there are no reports of long-term trends.
2 PGI for chlorine has been estimated from observations based on HCl and COCl2 and modeling studies and is representative of the year 2020. PGI for bromine has been 
estimated by box- and global-modeling studies based on BrO measurements from 2004 onwards.
3 The SGI and PGI lower/upper limits are not strictly additive, because whenever SGI increases (e.g., due to rapid lifting), the correspondent PGI arising from SG photo-
decomposition decreases (and vice versa).
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(update of Hossaini et al., 2019) in order to avoid the seasonal and 
regional variability of individual campaign-based estimates. The 
contribution from PGI accounts for 25 (13–50) ppt Cl. Compared 
to 2016 estimates based on the same methodology, chlorine 
VSLS injection to the stratosphere has increased by 10 ppt. While 
this increase is not significant, given the large uncertainties of the 
total VSLS injection, it is consistent with increasing abundances 
of tropospheric CH2Cl2. Model-derived long-term trends suggest 
that the relative contribution of VSLSs to total stratospheric chlo-
rine increased from ~2% in 2000 to ~3.4% in 2017, reflecting 
VSLS growth and decreases in long-lived halocarbons (Hossaini 
et al., 2019).

1.3.2.2 Input of VSLS Bromine to the 
Stratosphere 

Since the previous Assessment, the two tropical campaigns 
VIRGAS (2015) and POSIDON (2016) have confirmed existing 
estimates of stratospheric injections of bromine VSL SGs, which 
range from 0.5 to 4.4 ppt (Table 1-5). Most of the stratospheric 
injection of CHBr3 was modeled to occur over the southern tip of 
India during boreal summer and over the Western Pacific in bore-
al winter, with an interannual variability of up to 20% due to the 
coupled ocean-atmosphere circulation system (Fiehn et al., 2018; 
Butler et al., 2018; Tegtmeier et al., 2020). 

Taking into account all tropical measurements performed 
during the last two decades under the assumption of no long-term 
changes of brominated VSLSs, the current estimate for bromine 

SGI amounts to 2.1 (0.5–4.4) ppt Br, dominated by CHBr3 and 
CH2Br2 (Table 1-5). The wider uncertainty range with respect to 
the last Assessment is in agreement with recent modeling stud-
ies that highlight the significant dependence of bromine SGI on 
the seasonal and regional variability of surface emissions (Fiehn 
et al., 2017; 2018; Tegtmeier et al., 2012; Keber et al., 2020), as 
well as on the variable photochemical degradation lifetime of VSL 
SGs over shallow and rapid convective regions (Aschmann and 
Sinnhuber, 2013; Fernandez et al., 2014; Butler et al., 2018; Filus 
et al., 2020).

At the NH extratropical tropopause, total organic bromine 
from VSLSs of up to 4.0 ± 1.2 ppt (fall) and 5.2 ± 1.3 ppt (win-
ter) was detected during the TACTS (2012), WISE (2017), and 
PGS (2015/16) aircraft campaigns (Figure 1-9; Keber et al., 
2020). These observations indicate that the seasonal SG tropo-
sphere-to-stratosphere transport over the NH mid- to high lati-
tudes is significantly higher than the annual mean tropical injec-
tion of 2.1 (0.5–4.4) ppt (Table 1-5). The increase of SG mixing 
ratios with latitude, in particular during winter (Figure 1-9; Keber 
et al., 2020), is most probably related to the lifetime variations 
with season and latitude (Annex), although the influence of higher 
regional or seasonal sources cannot be excluded.

Stratospheric injection of bromine PGI across the extratrop-
ical tropopause was estimated as 1.5 ± 0.6 ppt, with a range of 
0.2−3.3 ppt, depending on latitude (Rotermund et al., 2021). 
No new tropical PG observations have become available since 
the last Assessment. Global modeling studies confirm that a 
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significant fraction of the VSLS bromine input to the stratosphere 
occurs via PGI, with tropical mean annual values ranging from 2.3 
to 3.5 ppt (Tegtmeier et al., 2020; Fernandez et al., 2021). Model 
simulations with different degrees of complexity demonstrate 
that an explicit chemical modeling of tropospheric VSLSs is re-
quired to reproduce VSL SG observations in the TTL (Figure 1-9). 
The explicit modeling approach suggests significant enhance-
ment of the VSL PG contribution to the total inorganic bromine 
(Bry) in the lower stratosphere. Since inorganic PGs can directly 
destroy ozone, while the organic SGs first have to undergo chem-
ical degradation, these relative contributions are important when 
analyzing the VSLS impact on stratospheric ozone.  

In summary, a total of 5 (3–7) ppt bromine is injected to the 
stratosphere, with a contribution from SGI accounting for 2.1 
(0.5– 4.4) ppt Br and the remaining fraction of 2.8 (1.8– 4.2) ppt 
Br delivered via PGI (Table 1-6). The new assessed range is very 
similar to the one provided in previous Assessments and indicates 
that the trend in the VSLS contribution to stratospheric bromine, if 
any, is very small (Tegtmeier et al., 2020).

1.3.2.3 Input of VSLS Iodine to the 
Stratosphere 

In previous Assessments, stratospheric injection of iodinated 
VSLSs have considered only gas-phase iodine. As new evidence 
suggests a rapid shift in the partitioning between gas-phase and 
particulate iodine (Koenig et al., 2020), in this Assessment iodin-
ated PG entrainment also includes the contribution of particulate 

iodine (inorganic iodine taken up in particles). The transport of 
particulate iodine across the tropopause can enable inorganic 
iodine, either from recycled inorganic SGs or from photodecom-
posed organic SGs, to reach the stratosphere. Given the larger 
stratospheric ozone destruction efficiency of a single iodine atom 
compared with that of bromine and chlorine (Klobas et al., 2021), 
small amounts of iodine reaching the stratosphere can contribute 
to stratospheric ozone loss (Koenig et al., 2020; Cuevas et al., 
2022; see Chapter 4).

The contribution of iodine VSL SGs in the form of CH3I to 
the stratospheric halogen loading remains identical to previous 
Assessments (0–0.1 ppt). Estimates derived from observations 
(Table 1-5) and global modeling studies suggest that CH3I mix-
ing ratios rapidly decay to close to zero just before reaching the 
tropical tropopause (Saiz-Lopez et al., 2015; Tegtmeier et al., 
2013). The CH3I decomposition has been suggested to make up 
for 30–40% of the inorganic iodine injection to the stratosphere 
(Koenig et al., 2020). The dominant fraction arises from the inor-
ganic iodine SGs (i.e., HOI and I2) released from the ocean surface 
and rapidly processed during their transport to the stratosphere 
(see Section 1.3.1.3).

Current quantitative measurements of IO radicals and par-
ticulate iodine performed during tropical and subtropical cam-
paigns (TORERO, CONTRAST, and ATom) suggest that 0.77 ± 
0.10 ppt of total iodine PGI can reach the tropopause (Figure 
1-10; Koenig et al., 2020). In the upper troposphere, gas-phase 
iodine dominates, and observations are compatible with model 
simulations only if ice recycling is assumed (Saiz-Lopez et al., 
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2015). However, in the upper TTL, empirical fits of the new ob-
servations suggest that the efficient gas-to-particle multiphase 
repartitioning results in particulate iodine being the dominant 
contribution of the 0.77 ± 0.10 ppt iodine injection (Koenig et al., 
2020). The particulate iodine formation results in a net reduction 
of gas-phase iodine consistent with balloon-borne upper limits of 
the latter (Bosch et al., 2003; Butz et al., 2009). Given the large 
uncertainties and unknowns regarding iodine uptake and sedi-
mentation on stratospheric aerosols, the overall gas-to-particle 

PGI partitioning currently cannot be distinguished. Estimations of 
the iodine entrainment into the stratosphere, and consequently 
of the iodine impact on the ozone layer, should be taken with 
caution.

Based on the available compendium of iodine measure-
ments, we provide a new range of VSLS iodine input to the 
stratosphere of 0.3–0.9 ppt (Table 1-6), which is higher than the 
range of 0–0.8 ppt given in the last Assessment (Engel, Rigby et 
al., 2018). Stratospheric iodine input is dominated by inorganic 

Figure 1-11. (a) Near-surface total tropospheric organic chlorine from the combined global ground-based measurement net-
works (black line), in comparison to the A1 scenarios from the 2014 (blue line) and 2018 (red line) Assessments. The observed 
global annual mole fractions of CFC-11, CFC-12, CFC-113, CH3CCl3, CCl4, CH3Cl, HCFC-22, HCFC-141b, HCFC-142b, and ha-
lon-1211 were determined from NOAA and AGAGE data. The observed global annual mole fractions of CFC-114, CFC-112, and 
CFC-113a were derived from AGAGE and UEA/FZJ data. Values for CFC-115 and CFC-13 were from AGAGE only. Total organic 
chlorine also includes contributions from VSL SGs (AGAGE and NOAA: CH2Cl2, and C2Cl4; AGAGE only: CHCl3; see also Table 
1-6). Continuous observations of these three species from AGAGE and NOAA are available only back to the mid-1990s. Between 
1990 and 1995, the same constant mixing ratio as in the 2018 Assessment was used for CH2Cl2. Contributions from CHCl3 and 
C2Cl4 before 1995 were not considered, as no in situ measurements are available. For species that are not included in the calcu-
lation of the scenarios (some minor ODSs and VSLSs), the observed values were added to the scenario totals in order to provide 
a comparison based on the same set of compounds. Panels (b) and (c) show the same as panel (a) for the sum of the tropospheric 
chlorine contents of the CFCs and the tropospheric chlorine content of all HCFCs, respectively.
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iodine plus a minor contribution from organic iodine. The non-ze-
ro minimum edge is obtained assuming that total iodine in the 
lower stratosphere is not preserved (Koenig et al., 2020), where-
as no central value is provided due to the very large uncertainties 
regarding the gas-to-particle iodine partitioning. If the upper limit 
of the range is considered, the impact of iodine on tropical low-
er-stratospheric ozone could be as large as that of brominated 
VSLSs.

1.4 CHANGES IN ATMOSPHERIC HALOGENS 

1.4.1 Tropospheric and Stratospheric 
Chlorine Changes 

1.4.1.1 Tropospheric Chlorine Changes 
The total amount of chlorine from ODSs that were controlled 

under the original Montreal Protocol is continuing to decline, 
as the overall emissions are smaller than the rate at which these 
ODSs are destroyed. Total tropospheric chlorine has been de-
creasing continuously since its peak abundance observed during 
1993–1994 (Figure 1-11a). The maximum annual average total 
chlorine observed from controlled and uncontrolled substances 
was about 3660 ppt in 1994. The rate of decrease slowed from 
39 ppt yr−1 in 1995–1996 to 3.6 ppt yr−1 between 2012 and 2016, 
then accelerated again to an average 15.1 ± 3.6 ppt yr–1 between 
2016 and 2020. This recent acceleration is predominantly due to 
changes in substances not controlled by the Montreal Protocol, 
namely CH3Cl and VSLSs. The concentrations of tropospheric 
chlorine shown in Figure 1-11a do not include several minor spe-
cies (i.e., any species contributing less than 1 ppt of chlorine; see 
Introduction), but these have very little influence on the total or its 
trend. When looking at total chlorine from controlled ODSs only, 
there is still a recent acceleration in the rate of decline (though 
much less pronounced), from an average rate of 12.8 ± 0.8 ppt 

yr–1 between 2012 and 2016 to 15.4 ± 2.4 ppt yr−1 between early 
2016 and late 2020 (Table 1-7). Figure 1-11b and c show the 
temporal evolution of combined tropospheric chlorine from CFCs 
and HCFCs, respectively. It is apparent that the former has not de-
clined as rapidly as expected in the A1 scenarios from the 2014 
and 2018 Assessments, although there is a more recent CFC-11-
driven reduction in the growth rate; in contrast, the latter has not 
increased as rapidly as expected and is approaching near-zero 
growth rates in 2020. The tropospheric chlorine contribution 
from HCFCs has continued to increase, reaching 320 ± 3 ppt in 
2020. However, the annual average growth rate of chlorine from 
HCFCs decreased from 5.9 ± 1.3 ppt yr–1 reported in the 2018 
Assessment to 2.5 ± 1.0 ppt yr–1 during 2016–2020. Total tro-
pospheric chlorine (including uncontrolled substances) reached 
3220 ppt in 2020, which is equivalent to a 12% reduction from 
the previous maximum, and about 1.8% lower than in 2016.

1.4.1.2 Stratospheric Chlorine Changes  
Long-term changes in stratospheric inorganic chlorine are 

driven by changes in tropospheric chlorine and transport variabil-
ity. The total organic chlorine in the troposphere has been declin-
ing since the early 1990s (Figure 1-11), and as a consequence, 
a decline in stratospheric inorganic chlorine is also expected. 
The timing of the trend reversal is shifted between the two atmo-
spheric regions according to timescales of transport and photo-
chemical conversion. Details of the stratospheric trend will also 
be impacted by changes in the stratospheric circulation and the 
relative contributions of SGs.

Total column abundance for hydrogen chloride (HCl) and 
chlorine nitrate (ClONO2) and their summation (Cly) at Jungfraujoch 
(46.5°N) and Lauder (45.0°S) are presented in Figure 1-12, with 
the corresponding trends listed in Table 1-8. HCl shows a statisti-
cally significant decrease from 1997 to 2020 at the two stations of 
–0.41 ± 0.15% yr−1 and –0.56 ± 0.12% yr−1, respectively (updated 
from Mahieu et al., 2014a), similar to the trend reported in the last 

Compound
Total Cl (ppt) Contribution to Total Cl (%) Average Rate  of Change of Total Cl (ppt yr–1)

2012 2016 2020 2012 2016 2020 2008 – 2012 2012 – 2016 2016 – 2020

All CFCs 2026 1977 1925 61.5 60.3 59.8 –13.0 (0.7) –12.1 (0.7) –13.0 (3.1)

CCl4 340 322 307 10.3 9.8 9.6 –4.7 (0.3) –4.4 (0.3) –3.9 (0.5)

HCFCs 286 310 320 8.7 9.4 9.9 9.0 (0.7) 5.9 (1.3) 2.5 (1.0)

CH3CCl3 16 7.8 4.2 0.48 0.24 0.13 –4.1 (0.9) –2.0 (0.5) –0.9 (0.2)

Halon-1211 3.96 3.55 3.16 0.12 0.11 0.1 –0.07 (0.01) – 0.10 (0.00) –0.10 (0.01)

Total Controlled Cl 2672 2621 2559 81.1 79.9 79.5 –12.9 (0.1) –12.8 (0.8) –15.1 (2.4)

CH3Cl 539 556 547 16.4 17 17 –1.5 (5.4) 4.3 (3.7) –2.3 (5.7)

VSLSs1 84 103 113 2.5 3.1 3.5 2.3 (3.1) 4.9 (5.2) 2.5 (3.3)

Total Cl 3295 3281 3220 –12.1 (8.0) –3.6 (4.7) –15.1 (3.6)

Table 1-7. Contributions of long-lived ODSs and VSL SGs to total chlorine in the troposphere. Chlorine mid-year mole fractions 
were derived using AGAGE, NOAA, and UEA/FZJ data. Shown are absolute and relative contributions to total Cl over five-year 
periods, as indicated. For the average rate of change, the values in parentheses represent the standard deviation of the annual 
growth rates during the respective period, which reflects the observed variability (1 standard deviation). Changes in total chlo-
rine were calculated relative to values at the beginning of each period (e.g., for 2008–2012, relative to 3342 ppt total chlorine 
in 2008). We refer to these periods as five-year periods, as they are based on annual average values, e.g., from the beginning of 
2016 to the end of 2020. Values for past years differ slightly from previous Assessments because of updated calibration informa-
tion, different methods for determining global mean mole fractions, and rounding errors. 

1 Not including CH2ClCH2Cl (due to the absence of near-surface long-term trends), as well as SGI.
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Figure 1-12. Time series of monthly 
mean total column abundances for the 
two main stratospheric chlorine res-
ervoirs HCl (red circles) and ClONO2 
(green circles) derived at two mid-lati-
tude stations, Jungfraujoch (46.5°N) and 
Lauder (45.0°S), in the framework of the 
NDACC network. The HCl and ClONO2 
sum is a good proxy of total inorganic 
chlorine and is denoted as Cly (blue cir-
cles). For Jungfraujoch, the datasets are 
restricted to June through November in 
an effort to limit the variability caused by 
atmospheric transport and subsidence 
during winter and spring. The contin-
uous lines come from non-parametric 
least-squares fits involving an integra-
tion time of about three years and help 
to visualize the non-monotonic and non-
linear changes in stratospheric chlorine.

Data Source/Location Cly Species Altitude Region Rate  of Change (% yr–1) Time Period

FTIR NDACC Jungfraujoch 
(46.5°N)

HCl 
Total column

–0.41 ± 0.15
1997–2020ClONO2 –0.07 ± 0.39

Cly –0.34 ± 0.15

FTIR NDACC Lauder 
(45.0°S)

HCl 
Total column

–0.56 ± 0.12
1997–2020ClONO2 –0.97 ± 0.41

Cly –0.65 ± 0.11

GOZCARDS1 (60°S–60°N)
HCl 68 to 10 hPa

–0.56 ± 0.26 1997–2020

Aura MLS (60°S–60°N) –0.28 ± 0.21 2005–2020

ACE-FTS 
(60°S–60°N)

HCl 68 to 10 hPa –0.30 ± 0.17 2004–2020

ClONO2 23–8 hPa –0.53 ± 0.14 2004–2020

Table 1-8. Observed inorganic chlorine trends for the total column and for the upper atmosphere. Trends (% yr–1) of HCl and ClO-
NO2 and their summation (Cly) are based on the FTIR column time series shown in Figure 1-12. Near-global (60°S–60°N) trends 
in HCl averaged over the middle stratosphere are based on trend profiles from GOZCARDS, Aura MLS, and ACE-FTS, and trends 
of ClONO2 are from ACE-FTS. All uncertainties are estimated at 2-sigma.

1 GOZCARDS trends are derived from merged HCl data (updated from Froidevaux et al., 2015) based on a multi-linear regression model that accounts for seasonal and 
shorter-period cycles, as well as longer-term variations relating to the QBO, ENSO, and solar flux (Froidevaux et al., 2019). From 2011 onwards, no ACE-FTS data are used 
in GOZCARDS. The 2-sigma error bars are based on a bootstrap residual resampling method. 
2 MLS trends are based on version 4 Aura MLS data derived with the regression model and bootstrap method described in footnote 1 of this table. 
3 ACE-FTS trends are based on version 4.1 data (HCl data updated from Bernath and Fernando, 2018; ClONO2 data updated from Bernath et al., 2021). Trends are derived 
from a linear trend calculation applied to seasonally averaged data with the dynamical variability removed based on a regression model that includes N2O time series in 
the fitting. The errors are 2-sigma estimates, taking into account the autocorrelation of the residuals.
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Assessment for 1997–2016. In contrast, ClONO2 shows a signifi-
cant decrease only at the SH station (–0.97 ± 0.41% yr−1), while 
at the NH station the time series is flat with no significant trend 
(–0.07 ± 0.39% yr−1). Interestingly, the SH ClONO2 abundance in 
2020 was higher than during any previous year since 2014.

The long-term decreases in HCl and ClONO2 lead to a sig-
nificant negative trend in Cly, which is stronger in the SH (–0.65 
± 0.11% yr−1) than in the NH (–0.34 ± 0.15% yr−1). Shorter-term 
temporal variability in inorganic chlorine (e.g., increasing values 
at Jungfraujoch between 2005 and 2011) have been attributed to 
circulation changes in the NH (Mahieu et al., 2014a). Such fluctu-
ations seem to appear somewhat regularly for the NH HCl and Cly 
data (Figure 1-12). Transport anomalies are known to influence 
stratospheric gases in different ways in the two hemispheres. HCl 
columns have been found to be sensitive to variations in the low-
er-stratospheric age of air and have been used to infer differences 
in lower-stratospheric age of air between the NH and SH (Strahan 
et al., 2020; Prignon et al., 2021).

Stratospheric HCl trends from limb-viewing satellite ob-
servations (Table 1-8) confirm the FTIR-based findings for the 
near-global scale   (60°S–60°N). The merged satellite record from 
the Global OZone Chemistry And Related trace gas Data records 
for the Stratosphere (GOZCARDS) yields decreasing HCl of –0.56 
± 0.26% yr–1 for 1997–2020 (updated from Froidevaux et al., 
2015), consistent with the FTIR column trends. If the evaluations 
are constrained to a shorter time period, the satellite records from 
the Aura Microwave Limb Sounder (MLS) and the Atmospheric 
Chemistry Experiment-Fourier Transform Spectrometer (ACE-FTS) 
suggest trends of –0.28 ± 0.21% yr–1 (2005–2020) and –0.30 ± 
0.17% yr–1 (2004–2020), respectively (updated from Froidevaux 
et al., 2015, 2019; Bernath and Fernando, 2018; Bernath et al., 
2021). These provide convincing evidence that the rate of de-
cline in middle-stratospheric HCl slowed down considerably after 
2004. Taking into account the time shift between the troposphere 
and the middle/upper stratosphere of about four years, this is in 
good agreement with surface chlorine abundances, which de-
creased by –0.50 ± 0.03% yr–1 for 1992–2016 and slowed down 
to a decrease of –0.36 ± 0.02% yr–1 for 2000–2016. ACE-FTS 
measurements suggest that the upper-stratospheric HCl (and 
thus Cly) decline slowed even further after around 2010, when 
the rapid initial decline of species with shorter atmospheric life-
times, such as CH3CCl3, became smaller (Bernath and Fernando, 
2018; Bernath et al., 2020). In addition, model simulations in 
good agreement with satellite observations suggest that this HCl 
decline is about 15% slower than it would be without the contribu-
tion from chlorinated VSLSs (Hossaini et al., 2019), demonstrating 
that VSLSs have offset a portion of stratospheric chlorine reduc-
tions since the mid-2000s.

1.4.2 Tropospheric and Stratospheric 
Bromine Changes 

1.4.2.1 Tropospheric Bromine Changes
The total amount of bromine from ODSs that were controlled 

under the original Montreal Protocol is continuing to decline, as 
the overall emissions are smaller than the rate at which these ODSs 
are destroyed. Results from the AGAGE and NOAA networks 
indicate that total tropospheric bromine from the controlled 
substances (CH3Br and halons) reached a maximum in 1999, 
with an annual average value of 17.1 ppt. Both the timing and the 
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Figure 1-13. Time series of near-surface tropospheric bro-
mine mole fractions (sum of halons and CH3Br, black line) 
and those of halons only (yellow line) in comparison to the 
A1 scenarios from the 2014 (blue line) and 2018 (red line) 
Assessments. Long-term global surface observations are 
not available for brominated VSLSs, and therefore their 
contribution is not included here. Values in the upper panel 
are also expressed as equivalent chlorine (right-hand axis), 
using a value of α = 65 to account for the higher efficiency 
of bromine in catalyzing ozone destruction. All values are 
derived from a merged dataset based on NOAA, AGAGE, 
and UEA/FZJ data.

mole fraction are slightly different than those given in previous 
Assessments (i.e., 16.9 ppt in 1998) due to the effects detailed in 
the Introduction. Since 1999, the abundance of tropospheric bro-
mine has been decreasing continuously (Figure 1-13), reaching 
a value of 13.9 ppt by 2020. While CH3Br has been decreasing 
since the late 1990s (except for the brief increase in 2015–2016 
and the stable period after 2017; see Section 1.2.7), bromine from 
halons started decreasing only around 2006. From 2012 to 2016, 
total controlled bromine declined at a rate of 0.15 ± 0.14 ppt yr− 1 
(1% yr−1), and this rate increased to 0.18 ± 0.05 ppt yr−1 during 
2016–2020. Halons contributed ~64% to this decline (2012–
2016: ~70%), with CH3Br accounting for the remainder. Similar to 
the last Assessment, the decrease in total bromine over the past 
five-year period was therefore again dominated by a decrease 
in halon abundances. The observed decrease in total controlled 
bromine is in overall good agreement with the decrease project-
ed by the A1 scenario from the last Assessment (Carpenter, Daniel 
et al., 2018). Note that the tropospheric bromine total discussed 
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here does not include contributions from brominated VSLSs of 
around 5 ppt (see Section 1.4.2.2), as no trends from AGAGE or 
NOAA surface measurements of these gases are available.

1.4.2.2 Stratospheric Bromine Changes  
Total stratospheric inorganic bromine (Bry) originates from 

long-lived ODSs, mainly CH3Br and halons, as well as from VSLSs, 
both in organic and inorganic forms. Estimates of stratospheric 
Bry rely on two different methods. The first method (SG-based) 
sums up all bromine in the form of ODSs and VSL SGs found 
at the stratospheric entry level (e.g., Brinckmann et al., 2012; 
Navarro et al., 2015). This approach provides the contribution 
from the measured species at a high accuracy, but any bromine 
entering the stratosphere in inorganic form needs to be added 
to this to get true total bromine. The second method infers Bry 
from atmospheric measurements of bromine oxide (BrO) coupled 
with photochemical modeling of the Bry partitioning (e.g., Dorf 
et al., 2008; Parrella et al., 2013; Werner et al., 2017) or, follow-
ing an equivalent methodology, from measurements of bromine 
nitrate (BrONO2; Höpfner et al., 2021). This approach is ideally 
applied in the middle and upper stratosphere, where all bromine 
is present in inorganic form. If the method is applied in the lower 

stratosphere, additional measurements of the organic bromine 
from long-lived ODSs and VSL SGs are needed to determine total 
bromine (Wales et al., 2018; Werner et al., 2017). Uncertainties 
can also arise from the BrO or BrONO2 measurements, as well as 
from the model-derived partitioning of Bry, and depend on the 
measurement technique and probed photochemical regime. 

Time series of Bry estimates derived from the two methods 
are shown in Figure 1-14a. For the SG-based method, observa-
tions of the long-lived CH3Br and halons were added to time-in-
variant and current best estimates of SG and PG injections from 
brominated VSLSs (5 ± 2 ppt; Table 1-6) to derive Bry estimates 
(blue lines). Given that CH3Br and halons are sufficiently long-
lived to be transported into the stratosphere, the amounts of their 
stratospheric injection are taken as global mean surface values 
(Figure 1-13). For the BrO-based method, total column and ver-
tically resolved BrO measurements were used to obtain Bry esti-
mates and plotted against the “year of stratospheric entry” (sym-
bols in Fig. 1-14a). Ground-based measurements from the NH 
station Harestua (60°N) suggest a very slow decline with some 
year-to-year variability. Values measured in 2020, and mapped to 
a stratospheric entry in 2016, suggest 19.6 ppt of total bromine, 
in excellent agreement with the SG-based method assuming a 

Figure 1-14. (a) Changes in total stratospheric Bry (ppt) derived from balloon-borne (black open and filled symbols; update of 
Dorf et al., 2006) and airborne (purple filled squares from Werner et al., 2017; red filled square from Rotermund et al., 2021) BrO 
observations and from ground-based UV-visible measurements of stratospheric BrO made at Harestua (60°N) and Lauder (45°S) 
stations (filled and open orange triangles, respectively; adapted from Hendrick et al., 2007, 2008). All UV-visible measurements 
of stratospheric BrO were evaluated using a common BrO absorption cross section (based on Wahner et al., 1988), frequen-
cy-shifted to match the wavelength scale (Wilmouth et al., 1999). For the balloon-borne observations, exclusive of those using 
the Langley method, the outer and inner capping of the error bars correspond to the precision and accuracy of the estimates, 
respectively. For the ground-based measurements (triangles), the error bars correspond to the total uncertainties in the Bry es-
timates. For stratospheric data, the date corresponds to the time when the air was last in the troposphere, i.e., sampling date 
minus estimated mean age of the stratospheric air parcel. Time series of halons and CH3Br, with the latter split into the natural and 
anthropogenic fraction, have been updated (NOAA data only; see Carpenter, Reimann et al., 2014, for details). The blue lines 
show the expected stratospheric Bry, assuming an additional input of 3, 5, and 7 ppt of brominated VSLSs, respectively. For tro-
pospheric data, the date corresponds to the sampling time. This figure updates Figure 1-16 from the previous Assessment (Engel, 
Rigby et al., 2018). (b) Inferred total bromine as a function of potential temperature distance from the WMO tropopause during 
the WISE campaign in fall 2017. The organic bromine species are summed up according to their Br atomicity: CH3Br (dark blue), 
sum of four halons (purple), and brominated VSLSs (light blue). The inferred inorganic Bry is subsequently added (red), resulting 
in the UTLS total bromine. The solid black line represents the LS weighted mean total bromine of 19.2 ± 1.2 ppt. [Adapted from 
Rotermund et al., 2021.]
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VSLS contribution of 5 ppt. Long-term changes based on ground-
based BrO measurements indicate a slow decline of total bromine 
of –0.18 ± 0.04 ppt yr–1 (–0.8% yr–1) since 2003. This decrease is in 
very good agreement with trends in tropospheric bromine, which 
have ranged between 0 and –0.4 ppt yr–1 since the early 2000s 
(Figure 1-13). The BrONO2-based MIPAS satellite estimates focus 
on the period of maximum Bry loading, with 21.2 ± 1.4 ppt Br at 
mid-latitudes corresponding to stratospheric entry between 1997 
and 2006 and no significant long-term trend.

Data from the Global Hawk during the ATTREX campaign in 
the Eastern Pacific in 2013 suggests slightly higher Bry concen-
trations of up to 22.3 ppt (purple filled square, Figure 1-14a) for 
air masses directly measured in the tropical tropopause region 
(Werner et al., 2017). Measurements during the 2017 WISE cam-
paign also found elevated bromine values in the TTL, with a Bry 
estimate of 21.6 ± 0.7 ppt (Rotermund et al., 2021), somewhat 
larger than the Bry of 19.2 ± 1.2 ppt found in the extratropical and 
polar lower stratosphere. Both campaigns indicate slightly en-
hanced total Bry in the upwelling part of the stratospheric Brewer-
Dobson circulation in the tropics compared to those measured 
in its subsistence region at mid- and high latitudes, in agreement 
with earlier studies (Navarro et al., 2015; Werner et al., 2017; 

Wales et al., 2018). The cause of this difference is presently un-
clear, although it is conceivable that some bromine is heteroge-
neously taken up on the cold aerosols and cloud particles in the 
TTL and ultimately removed by sedimentation (Sinnhuber and 
Folkins, 2006). In addition, the Bry estimates for both campaigns 
include directly measured VSLS contributions, which are known 
to show pronounced spatiotemporal variability in the TTL, with 
ranges of 0.5–4.4 and 1.8–4.2 ppt for brominated SGI and PGI, 
respectively (Table 1-6). 

 Observations of total bromine at mid- to high latitudes 
during the WISE campaign have demonstrated the large impact 
of transport-related variations on the Bry budget in this region 
(Figure 1-14b; Rotermund et al., 2021). Bromine-rich air mass-
es from the tropics were found to persistently protrude into the 
mid-latitude lowermost stratosphere during the boreal summer, 
causing a pronounced variability in Bry, with a high bromine re-
gion of 20.9 ± 0.8 ppt exceeding the mean value of 19.2 ± 1.2 
ppt.

1.4.3 Tropospheric and Stratospheric Iodine 
Changes 

Tropospheric iodine stems mostly from oceanic emissions of 

Figure 1-15. Chlorine and bromine input to the stratosphere for a reference year (1993 for chlorine and 1999 for bromine), 2016, 
and 2020 for different species and classes of compounds. The reference is close to the maximum of chlorine or bromine load-
ing of the troposphere. Mole fractions of long-lived gases were mostly derived from surface observations from global networks 
(AGAGE and NOAA), except for CH3Cl before 1995, when observations from both networks were unavailable and values were 
filled with the simulations from scenario A1 of the previous Assessment (Carpenter, Daniel et al., 2018) as derived from firn air 
measurements (Montzka, Fraser et al., 2003). The VSLS contributions for bromine are included as a constant 5 ppt, as in previ-
ous Assessments. The VSLS chlorine contribution is based on the VSL SG input from a model constrained by observed surface 
boundary conditions (update of Hossaini et al., 2015). Total VSLS Cl input derived in this way is 80 ppt, 120 ppt, and 130 ppt for 
years 1993, 2016, and 2020, respectively. For chlorine, HCFCs include HCFC-22, HCFC-141b, HCFC-142b, and HCFC-124; “oth-
er” includes contributions from minor CFCs (CFC-13, CFC-112, CFC-113a, CFC-114+CFC-114a, and CFC-115) and halon-1211. For 
bromine, “other halons” is the sum of bromine contained in halon-1202 and halon-2402. Methyl chloride is counted as having 
purely natural sources, despite some indications of anthropogenic contributions. The contribution of natural sources to CH3Br 
mole fractions was estimated as a constant 5.5 ppt, based on the published firn air and ice core measurements (Butler et al., 
1999; Trudinger et al., 2004; Saltzman et al., 2004; 2008), whereas the anthropogenic contribution was estimated by the global 
surface mole fractions measured by AGAGE and NOAA minus 5.5 ppt.
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inorganic iodine in the form of hypoiodous acid (HOI) and mo-
lecular iodine (I2). These emissions are driven by the reaction of 
ozone with iodide (I−) at the ocean surface. Since tropospheric 
ozone over the NH has increased over the last decades, oceanic 
emissions as well as tropospheric levels of inorganic iodine are 
likely to have increased in response. Observations reveal a posi-
tive trend in iodine in spruce tree rings in the Tibet Plateau (Zhao 
et al., 2019), as well as in Greenland and Alpine ice cores, with 
the latter showing a tripling in iodine since 1950 (Legrand et al., 
2018). This iodine increase can be explained by model-derived 
oceanic iodine emissions in the North Atlantic and their increase 
over the latter half of the 20th century (Cuevas et al., 2018). While 
observations and models agree on increasing tropospheric io-
dine levels, it should be noted that the results are accompanied 
by large uncertainties due to the lack of observational constraints 
on ozone changes, iodide levels, flux parameterizations, and tro-
pospheric iodine chemistry (Carpenter et al., 2021). 

Tropospheric iodine also stems from oceanic emissions of 
organic iodine in the form of CH3I. Earlier measurements at re-
mote sites in the western and northern Pacific from the late 1990s 
to 2011 reported long-term decadal oscillations of atmospheric 
CH3I, possibly related to natural oscillations of sea surface tem-
perature (Yokouchi et al., 2012). These results suggest that cli-
mate change can impact oceanic trace gas emissions. However, 
very little updated data on CH3I tropospheric trends exist to fur-
ther investigate such impacts. One of the few available datasets 
consists of observations in the Greater Pearl River Delta region of 
China during 2001–2018 and shows a significant increase in CH3I 
over the measurement period, of 0.08 ± 0.02 ppt yr–1. Given the 
proximity to densely populated regions, these trends could be 
related to anthropogenic sources, based on the use of CH3I as a 
methylating agent (Zeng et al., 2020).

For stratospheric iodine, no observational trend estimates 
exist. Assuming iodine injections in particulate form is a plausible 
entrainment mechanism (Koenig et al., 2020), changes in oce-
anic emissions and aerosol iodine content could also influence 

stratospheric iodine levels. Given the large uncertainties in the 
processes controlling tropospheric particulate iodine formation 
and reactive transport to the stratosphere, any model-based 
stratospheric iodine trend can also be expected to have large 
uncertainties.

1.4.4 Changes in Ozone-Depleting Halogen 
Abundance in the Stratosphere

Figure 1-15 illustrates the contributions of different ODSs or 
ODS groups to chlorine and bromine input to the stratosphere 
during the respective peak years (Cl: 1993, Br: 1999), as well 
as in 2016 and 2020. In contrast to Sections 1.4.1.1 and 1.4.2.1, 
VSLS tropopause estimates are included here, as these species 
have strong sinks in the troposphere and therefore ground-based 
measurements do not reflect the actual amounts reaching the 
stratosphere. In 2020, total chlorine and bromine entering the 
stratosphere from controlled and uncontrolled ODSs reached 
values of 3240 ppt and 18.9 ppt, respectively. Thus, the chlorine 
and bromine inputs have declined by 11.5% (420 ± 20 ppt) and 
14.5% from their peak abundances, respectively, with 1.6% and 
3.2% of this decline between 2016 and 2020.

Equivalent effective stratospheric chlorine (EESC) also gen-
erally follows the changes in tropospheric ODSs but additionally 
includes calculations 1) reflecting the ability of bromine to destroy 
more ozone than chlorine (α-factors of 60 and 65 were used 
here for mid-latitude and polar winter conditions, respectively; 
see Figure 1-16), 2) addressing the influence of stratospheric 
lifetime differences between ODSs, and 3) taking into account 
effects from the transport of air in the stratosphere (timescales of 
years), which is much slower than in the free troposphere (days 
to months). As noted in the last Assessment, the traditional use 
of EESC in 1980 as a benchmark is somewhat arbitrary, as 1) an-
thropogenically induced ozone loss occurred prior to 1980, 
and 2) a return to 1980 EESC levels does not imply a recovery 
of the ozone layer to the 1980 state, ozone being influenced by 
many additional parameters (e.g., greenhouse gas abundances, 
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Figure 1-16. Level of EESC (left y-axis) and its percentage recovery 
toward 1980 benchmark values (right y-axis) using the improved 
EESC calculation from the 2018 Assessment (Engel, Rigby et al., 
2018), which is based on the method by Engel et al. (2018). Solid 
lines show the EESC at 3 (red) and 5.5 (black) years of mean age, 
representative of mid-latitude conditions and polar winter condi-
tions, respectively. The dashed lines indicate the percentage of 
recovery at those same years of mean age, but are shown relative 
to 1980 levels (defined as 100% recovery) and EESC maxima (de-
fined as 0% recovery). In all cases, the different age spectra were 
parameterized as suggested by Newman et al. (2007) using half 
of the mean age as the width of the age spectrum and an inverse 
Gaussian function as the shape of the age spectrum. The age spec-
trum has been integrated over a time period of 20 years. Fraction-
al release factors were calculated as in the last Assessment, based 
on the work by Ostermöller et al. (2017). The same tropospheric 
data were used as in Sections 1.4.1.1 and 1.4.2.1. VSLS contribu-
tions to EESC are not included in this calculation, and the higher 
efficiency of bromine to destroy stratospheric ozone is taken into 
account (factors of 60 for mid-latitude and 65 for polar winter con-
ditions).



Chapter 1

97

changes in stratospheric dynamics and chemistry). For EESC cal-
culations, an average stratospheric transit time, or mean age, of 
5.5 years is again used to reflect typical polar winter conditions, 
and a three-year mean age for mid-latitude conditions. Here we 
exclusively use the new and improved formulation of EESC sug-
gested by Engel et al. (2018), introduced in the last Assessment, 
which also included a comparison to the previously used formu-
lation by Newman et al. (2007). A limitation of the EESC metric is 
that it does not include contributions from VSLSs (also see Box 1-3 
on VSLS metrics) or nitrous oxide (N2O), with the latter having an 
unknown but certainly substantial impact on stratospheric ozone 
(Ravishankara et al., 2009). Also, more recently, regional vari-
ability in EESC has been observed based on observations in the 
vicinity of the Asian monsoon (e.g., it is between 200 to 300 ppt 
higher at a mean age of three years; Adcock et al., 2021), which 
raises some questions on the applicability of this concept for the 
entire stratosphere, especially for relatively short-lived ODSs with 
large regional emissions close to stratospheric input regions such 
as CH3Cl and CH3Br (see also Sections 1.2.5 and 1.2.6). In addi-
tion, a recent study has highlighted the shortcomings of a simple 
α-factor for bromine, as it does not take into account the global 
chemistry-climate state, and it suggested the future introduction 
of an equivalent effective stratospheric benchmark-normalized 
chlorine (EESBnC) to reflect changes in the rates of bromine- and 
chlorine-mediated ozone loss (Klobas et al., 2020).

As is shown in Figure 1-16 and Table 1-9, the previously 
reported decline in EESC has continued. For mid-latitude condi-
tions, we derive an average recovery rate of 37% relative to the 
1980 benchmark. This compares to 31% recovery in 2016 report-
ed in the last Assessment. For polar winter conditions, recovery 
has progressed from 18% in 2016 to 23% in 2020, again relative 
to 1980, confirming that a full recovery, even only to the 1980 
EESC levels, is not expected in the near future.

1.4.5 Tropospheric and Stratospheric 
Fluorine Changes

Atmospheric fluorine results from the photodissociation of 
fluorine-bearing source gases including CFCs, halons, HCFCs, 
HFCs, PFCs, and other compounds. The resulting inorganic 
fluorine reservoir gas HF is very stable in the atmosphere, and 
as a consequence, fluorine does not contribute to stratospheric 
ozone depletion. The primary interest in monitoring inorganic 
fluorine (Fy) is to provide an independent measure of the accumu-
lation of the associated source gases, many of which are potent 
greenhouse gases. Among the source gases, HFCs (Chapter 2) 
are of growing interest because their increasing atmospheric 
abundance is a direct consequence of the restrictions on ODS 

EESC 1980 (ppt) EESC Maximum (ppt)
[year]

EESC 2020 (ppt) Change from 
Maximum (%)

Recovery to 1980 
Level (%)

Mid-Latitude Conditions 1113 1900
[1999]

1607 –15 37

Polar Winter Conditions 2196 4160
[2001]

3710 –11 23

Table 1-9. EESC values for 1980 and 2020 as well as when EESC was at its maximum. Values are given for 3 and 5.5 years of mean 
age (representative of mid-latitude and polar winter conditions, respectively) and are based on the improved method of Engel 
et al. (2018). Also shown are percentage changes achieved by early 2020 with respect to the maximum and the percentage re-
covery with respect to the 1980 values.
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Figure 1-17. (top) Tropospheric total fluorine time series and 
(bottom) annual changes from long-lived gases, separated by 
contributions due to ODSs, HFCs (see Chapter 2), and other 
fluorinated gases (such as SF6, NF3, CF4, not including minor 
species; see Introduction). Mole fractions for ODSs and other 
fluorinated gases were derived from a merged dataset based 
on NOAA, AGAGE, and UEA/FZJ data. HFC mole fractions 
were derived from AGAGE and NOAA data. HFC records pri-
or to regular global measurements were supplemented with 
estimates from Vollmer et al. (2011), Vollmer et al. (2015b), 
and the simulated mole fractions from the A1 scenarios in the 
previous Assessment (Carpenter, Daniel et al., 2018).

production and consumption. The regulation of HFCs has been 
added to the Montreal Protocol in the framework of the Kigali 
Amendment, in part because they are replacement compounds 
for substances already regulated under the Protocol. 

Changes in tropospheric fluorine concentrations result 
from changes in tropospheric concentrations of long-lived ODSs 
(Section 1.2) and HFCs (Chapter 2), as well as PFCs and other 
compounds (Section 1.5.4), as shown in Figure 1-17. In contrast 
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to chlorine, total tropospheric fluorine has continued to increase, 
with a 2016–2020 trend of 57.1 ± 0.8 ppt yr–1 corresponding to 
1.71 ± 0.02% yr–1. Similarity with the trend reported in the last 
Assessment (1.7 ± 0.07% yr−1 for 2012–2016) suggests stable 
growth rates of total fluorine. The contributions of the differ-
ent compound classes to the tropospheric fluorine trend have 
changed over time. The ODS contribution to the fluorine budget 
remained relatively constant between 2005 and 2015 and start-
ed to decline afterwards. As a result, the fluorine trend due to 
ODSs alone became negative after 2016, reaching –10 ppt yr–1 in 
2020. In contrast, the fluorine trend due to HFCs alone increased 
constantly between 1995 and 2019 and only flattened in 2020, 
reaching 55 ppt yr–1 in 2020.

A good proxy for the total inorganic fluorine (Fy) in the strato-
sphere is calculated as the weighted sum of the two most abun-
dant fluorinated reservoirs, i.e., hydrogen fluoride (HF) and two 
times carbonyl fluoride (COF2). Total column Fy, based on FTIR 

HF and COF2 measurements at two mid-latitude stations, has in-
creased steadily since 1989, with a stronger positive trend over 
the first 15 years of the record (Figure 1-18). ACE-FTS satellite 
data, available since 2004, are mostly consistent with the FTIR 
data but suggest slightly stronger positive trends. The largest dis-
crepancies exist for the SH, where COF2 from FTIR measurements 
has been decreasing, inconsistent with the ACE-FTS satellite re-
cord. This is possibly related to transport variability impacting the 
long-term changes in the two datasets in different ways. In total, 
Fy in the NH stratosphere has increased at a rate of 0.87 ± 0.22% 
yr–1 (ACE-FTS) and 0.72 ± 0.19% yr–1 (FTIR) over the 2004–2020 
time period (Table 1-10). This long-term change is smaller than 
tropospheric trends over 2000–2016 of 1.53 ± 0.02% yr–1. While 
changes in inorganic stratospheric fluorine are largely driven by 
changes in total tropospheric fluorine, they are also impacted by 
the efficiency of the fluorine release from the different compound 
classes. As the relative contributions from different compounds 

Species
Rate of Change 2004 – 2020 (% yr–1)

ACE-FTS  (40–50°N) FTIR (Jungfraujoch, 46.5°N) ACE-FTS  (40–50°S) FTIR (Lauder, 45.0°S)

Fy 0.87 ± 0.22 0.72 ± 0.19 0.48 ± 0.26 0.05 ± 0.25

HF 0.88 ± 0.20 0.66 ± 0.21 0.59 ± 0.30 0.31 ± 0.22

2xCOF2 1.22 ± 0.49 0.89 ± 0.34 0.28 ± 0.25 –0.45 ± 0.40

Table 1-10. Observed inorganic fluorine trends for the total column (FTIR) and for the upper atmosphere (ACE-FTS). Trends (% 
yr–1) of HF and 2xCOF2 and their summation (Fy), which represents most of the inorganic fluorine in the stratosphere, are based 
on mid-latitude FTIR column and ACE-FTS time series shown in Figure 1-18. Trends relative to 2004 have been derived for the 
common time period of observations 2004–2020. All uncertainties are estimated at 2-sigma.
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Figure 1-18. Multi-decadal monthly 
mean total column time series of the 
two main stratospheric fluorine reser-
voirs, HF and COF2, and their summa-
tion, Fy, derived at two mid-latitude 
stations (Jungfraujoch, 46.5°N, and 
Lauder, 45.0°S) in the framework of 
the NDACC network and from ACE-FTS 
occultation measurements (40–50°S 
and 40–50°N). HF monthly means are 
reproduced as red symbols; 2 x COF2 
as green symbols. Their summation 
(blue symbols) is a good proxy of to-
tal inorganic fluorine. The satellite and 
ground-based data are given as dia-
monds and circles, respectively. Note 
that the ACE-FTS time series for Fy also 
includes the contribution of COClF, a 
species that cannot be measured from 
the ground. Finally, non-parametric fits 
to the FTIR data are shown as continu-
ous thick curves. [Adapted and updat-
ed from Prignon et al., 2021.]



Chapter 1

99

have changed over time, a direct correlation of stratospheric and 
tropospheric fluorine changes is not necessarily expected.

1.5 CHANGES IN OTHER TRACE GASES THAT 
INFLUENCE OZONE AND CLIMATE

In this section, gases that are not covered by the Montreal 
Protocol but that indirectly affect stratospheric ozone are dis-
cussed. These include long-lived greenhouse gases such as 
methane (CH4) and nitrous oxide (N2O), aerosol precursor gases 
such as carbonyl sulfide (COS) and sulfur dioxide (SO2), and other 
fluorinated chemicals such as sulfur hexafluoride (SF6) and perflu-
orocarbons (PFCs). As in the last Assessment, HFCs are covered 
in Chapter 2; while carbon dioxide (CO2), even though it induces 
temperature changes that directly alter the chemical rates that 
produce and destroy ozone, is not included due to its coverage in 
great detail in the recent IPCC report (IPCC, 2021).

1.5.1 Nitrous Oxide (N2O) and Methane (CH4)
Observations of Atmospheric Abundance. N2O and CH4 

cause the release of chemicals into the stratosphere that catalyt-
ically produce and destroy ozone. For an extensive and compre-
hensive overview of the emissions and abundances of both gases 
up to 2019, see the recently published IPCC report (IPCC, 2021). 
In summary, their global abundances have continued to increase, 
reaching 332.1 ± 0.4 ppb (N2O) and 1866.3 ± 3.3 ppb (CH4) in 
2019. As an update to the IPCC report, N2O increased by a further 
1.1 ppb between 2019 and 2020 (Table 1-11), which is distinctly 
higher than the average growth rate between 2012 and 2019 of 
0.96 ± 0.05 ppb yr–1 (IPCC, 2021). CH4 increased, on average, 
by 9.3 ± 2.4 ppb yr–1 between 2014 and 2019; the recent 2019–
2020 change of 10–13 ppb yr–1 is at the upper end of this range 
(Table 1-11). 

Emissions, Lifetimes, and Radiative Forcings. Several re-
cent publications have found that global N2O emission increases 
have been accelerating over the last two decades and by now 
exceed some of the highest projections (Thompson et al., 2019; 
Tian et al., 2020; IPCC, 2021). These increases are driven by an-
thropogenic emissions (mainly from nitrogen additions to crop-
lands), which account for nearly half of the global N2O emissions 
in recent years. Due to its much shorter lifetime and its multitude 
of source and sink processes, the derivation of atmospheric emis-
sions of CH4 is generally more complex. However, recent increas-
es are likely mainly driven directly (agriculture and fossil fuels) or 
indirectly (prolonged El Niño conditions) by anthropogenic activ-
ities (see Box 5.2 in IPCC, 2021).

In particular, the accelerating increase of N2O abundances 
and emissions is a serious threat for stratospheric ozone, as it is the 
main driver of NOx-induced ozone depletion and by far the most 
abundant ODS (Ravishankara et al., 2009; Müller et al., 2021). 
To illustrate these effects, we here use the maximum range of po-
tential N2O ODPs from 0.015 to 0.030 as derived by Revell et al. 
(2015) for various atmospheric scenarios between the years 2000 
and 2100. When deriving CFC-11-equivalent emissions from this 
range, we estimate between 461 and 922 Gg yr–1 for 2020, i.e., 
5–10 times the ODP-weighted emissions from all CFCs in that 
year. In addition, the increase in N2O emissions translates to an 
increase of 52–104 Gg of CFC-11 equivalent emissions between 

2016 and 2020. Anthropogenic emissions N2O were driving that 
increase, and these alone (43%, Tian et al., 2020) were equal to 
more than two times the ODP-weighted emissions from all CFCs 
in 2020. For context, when compared to the CFC emission peak 
from 1987, those 2020 anthropogenic N2O emissions were equal 
to more than 20 % the ODP-weighted emissions from CFCs in that 
year.

The direct radiative forcing effects from N2O and CH4 in 2020 
are estimated at 207 mW m–2 and 520 mW m–2, respectively.

1.5.2 Aerosol Precursors: Carbonyl Sulfide 
(COS) and Sulfur Dioxide (SO2)

The sulfur-containing gases COS and SO2 act as precursor 
gases of stratospheric sulfate aerosol, which can influence halo-
gen chemistry. Stratospheric COS and SO2 injections occur reg-
ularly via troposphere-stratosphere air mass transport or sporadi-
cally via explosive volcanic eruptions. 

Carbonyl Sulfide (COS). NOAA measurements have report-
ed global mean COS mole fractions of 497 ppt for 2020 and 
trends of –1.5% yr–1 for 2019–2020 (Table 1-11) and –1.3% yr–1 
for the four-year time period 2016–2020. These small negative 
trends are of opposite sign compared to the small positive trends 
reported for 2012–2016 in the previous Assessment. 

COS is one of the major sources of stratospheric sulfate 
aerosols, contributing between 40% (Feinberg et al., 2019) and 
70% (Brühl et al., 2012) to the stratospheric sulfur budget during 
volcanically quiescent periods. Satellite observations confirm 
model-derived values of ~0.45 ppb COS around the tropical 
tropopause (Brühl et al., 2015). Current estimates of the source 
and sink terms do not balance the atmospheric observations and 
imply that there may be a large missing COS source of 235 to 800 
Gg S yr–1 (e.g., Lennartz et al., 2017; Ma et al., 2021; Whelan et 
al., 2018). Sulfur isotope measurements have recently been used 
to better constrain atmospheric COS sources and have identified 
the main source to be the ocean (Davison et al., 2021), anthropo-
genic activities (Hattori et al., 2020), or both (Angert et al., 2019). 
Overall, there is no consensus on the cause of the COS imbalance.

Sulfur Dioxide (SO2). SO2 is short-lived with highly variable 
mole fractions in the troposphere, and it can be entrained into 
the stratosphere through volcanic eruptions and direct transport. 
Large uncertainties exist in how efficiently SO2 is transported from 
major anthropogenic emission regions into the stratosphere, 
mostly due to poorly known heterogeneous SO2 loss processes 
occurring during uplift. Aircraft campaign measurements in the 
tropical Pacific and Gulf of Mexico region have reported relative-
ly low SO2 mixing ratios in the tropical tropopause layer (TTL), 
suggesting zonally averaged SO2 at the tropical tropopause of 
around 5 ppt (Rollins et al., 2017; Rollins et al., 2018). These mea-
surements are in good agreement with some model simulations 
and MIPAS satellite data (Brühl et al., 2015), indicating that on a 
global scale the direct transport of SO2 into the stratosphere is 
a minor source of stratospheric aerosols. However, zonal asym-
metries of SO2 injections can be expected primarily in outflow 
regions of the Asian summer monsoon convection, where upper 
troposphere SO2 of more than 100 ppt was observed (Lelieveld et 
al., 2018). The overall impact of such enhanced injections on the 
stratospheric SO2 budget remains to be clarified. 
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1.5.3 Other Fluorine-Containing Species (SF6, 
Perfluorocarbons, NF3, SO2F2, SF5CF3, 
Hydrofluoroethers) 

Most of the other fluorine-containing species exhibit increas-
ing global mole fractions. The total direct radiative forcing due 
to these substances increased from 12.7 mW m–2 in 2016 to 14.3 
mW m–2 in 2020.

Sulfur Hexafluoride (SF6). The atmospheric global surface 
mean mole fraction of SF6 increased from 8.9 to 10.3 ppt be-
tween 2016 and 2020 (Table 1-11 and Figure 1-19), which is 

comparable to the increase of 1.3 ppt during 2012–2016 report-
ed in the last Assessment. While the concentrations from ground-
based networks agree very well, FTIR measurements of air above 
the Jungfraujoch station in the Swiss Alps show a slightly higher 
increase of 3.86 ± 0.14% yr–1 between 2014 and 2020 (compared 
to 3.56 ± 0.11% yr–1 from the near-surface measurements); trends 
from the ACE-FTS satellite-based measurements are between the 
two at 3.73% ± 0.15 yr–1 (Table 1-2). Some of these differences 
(especially those between the in situ network global trend and 
the European FTIR record) can probably be attributed to the main 
sources of SF6 being located in the NH.

Table 1-11. Annual mean mole fractions, mole fraction changes, and global emissions of selected fluorinated compounds with 
radiative forcing greater than 0.1 mW m–2 (see Introduction) and other gases of interest (uncertainties are 1-sigma), measured from 
ground-based sampling networks. The measured mole fractions are expressed in dry air mole fractions as ppt or ppb.

General footnote: Mole fractions in this table represent independent estimates based on air sampling collected at Earth’s surface from different research groups for the 
years indicated. Results in bold text are estimates of globally averaged annual mole fractions and are derived on gravimetric calibration scales. As in Table 1-1, UEA/FZJ 
data from whole-air flask samples collected at Cape Grim, Australia (CGO), which are based on volumetric calibration scales, are shown in italics. Absolute changes (ppt 
yr–1) are calculated by subtracting the 2019 annual mole fractions from the 2020 annual mole fractions; relative changes (% yr –1) are the same difference relative to the 
2019 value. Annual mole fractions and global emissions reported by AGAGE were generally calculated using a 12-box inverse model (e.g., Cunnold et al., 1983; Rigby 
et al., 2013) that were optimized to represent the AGAGE in situ observations made at remote locations, except for H2. The global H2 mole fractions from AGAGE were 
calculated as the average mole fractions between measurements made at Mace Head, Ireland (MHD), and at CGO. Annual mole fractions reported by NOAA are global 
annual averages from whole-air flask measurements except for SF6, which used both in situ and flask measurements. Annual mole fractions reported by CSIRO are global 
annual averages from whole-air flask measurements. 
 
The presented values are updates from AGAGE (agage.mit.edu) with calibrations as specified in Prinn et al. (2018) and related primary publications; NOAA (gml.noaa.
gov/dv/site/); CSIRO data archived at WDCGG (gaw.kishou.go.jp); UCI (data.ess-dive.lbl.gov/view/doi:10.3334/CDIAC/ATG.002); and the following publications: 
Leedham Elvidge et al., 2018; Droste et al., 2020.

Notes: 
1 Values are based on measurements made only at Jungfraujoch, Switzerland.

Chemical
Mole Fraction (ppt) Change (2019 – 2020) Emissions (Gg yr–1)

Network
2016 2020 (ppt yr–1) (% yr–1) 2016 2020

Perfluorocarbon (PFCs)

CF4 (PFC-14) 82.8 86.4 0.9 1.1    13 ± 1    15 ± 1  AGAGE

C2F6 (PFC-116)
4.57 4.94 0.09 1.9     2.1 ± 0.1     2.2 ± 0.1  AGAGE

3.98 4.34 0.07 1.7 n.a. n.a. UEA/FZJ

C3F8 (PFC-218)
0.63 0.7 0.02 2.7     0.5 ± 0.0     0.6 ± 0.1  AGAGE

0.60 0.66 0.01 1.3 n.a. n.a. UEA/FZJ

c-C4F8 (PFC-318)
1.56 1.82 0.07 3.8     2.1 ± 0.1     2.5 ± 0.2  AGAGE

1.44 1.69 0.06 3.6 n.a. n.a. UEA/FZJ

n-C6F14 (PFC-5-1-14 0.22 0.22 0.00 0.0 n.a. n.a. UEA/FZJ

Other Fluorinated Compounds

SF6 (sulfur hexafluoride)
8.9 10.3 0.3 3.5     8.8 ± 0.3     9.0 ± 0.3  AGAGE

8.9 10.3 0.3 3.3 n.a. n.a. NOAA

NF3 (nitrogen trifluoride) 1.5 2.3 0.2 11.5     2.0 ± 0.1     3.0 ± 0.1  AGAGE

SO2F2 (sulfuryl fluoride) 2.2 2.6 0.09 3.7     2.9 ± 0.4     2.9 ± 0.4  AGAGE

CHF2OCHFCF3 (desflurane) 0.35 0.37 –0.01 –2.7 n.a. n.a. AGAGE1

Other Compounds

CH4 (methane) 
(ppb, Tg yr–1)

1842 1878 12 0.7 551 ± 74 576 ± 76  AGAGE

1843 1879 13 0.7 n.a. n.a. NOAA

1840 1872 11 0.6 n.a. n.a. UCI

1841 1872 10 0.5 n.a. n.a. CSIRO

N2O (nitrous oxide)           
(ppb, Tg yr–1)

329.4 333.5 1.1 0.3 27 ± 2 31 ± 2  AGAGE

329.0 333.0 1.1 0.3 n.a. n.a. NOAA

328.6 332.6 1.1 0.3 n.a. n.a. CSIRO

COS (carbonyl sulfide) 497 472 –7 –1.5 n.a. n.a. NOAA

H2 (hydrogen)
(ppb)

533 542 3 0.6 n.a. n.a. AGAGE

536 546 4 0.7 n.a. n.a. CSIRO
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Global emissions of SF6 were 8.8 Gg yr–1 in 2016 and 9.0 Gg 
yr–1 in 2020. Simmonds et al. (2020) estimated Chinese, Korean, 
and Western European emissions of SF6, with the former account-
ing for 36 (29–42) % of total global emissions in 2018, and the lat-
ter two being about 10 times smaller in comparison. The radiative 
forcing of SF6 is estimated at 5.9 mW m–2 in 2020, representing an 
increase of 0.8 mW m–2 since 2016.

Perfluorocarbons (PFCs). PFCs consist exclusively of carbon 
and fluorine and, in the case of alkane and cycloalkane derivatives, 
typically have very long lifetimes and high radiative efficiencies. 
Long-term observation-based trends and mole fractions are avail-
able for 10 PFCs: CF4, C2F6, C3F8 c-C4F8, n-C4F10, n-C5F12, i-C6F14, 
n-C6F14, n-C7F16, and n-C8F18. Improved estimates of PFC radiative 
efficiencies have recently been published by Hodnebrog et al. 
(2020), leading to higher GWPs in all cases. Since 2016, atmo-
spheric abundances of all PFCs have continued to increase, albeit 
at very different rates (Table 1-11 and Figure 1-19).

CF4 is the most abundant PFC. Its mole fraction increased 
from 82.8 ppt to 86.4 ppt between 2016 and 2020 (update 
from Say et al., 2021), which is higher than the 3 ppt increase 

previously reported between 2012 and 2016. When comparing 
these observations with FTIR-based remote sensing observations 
at Jungfraujoch between 2014 and 2020, the increase of 0.93 ± 
0.07% yr−1 from the latter is slightly lower than the rate of 1.06 ± 
0.02% yr−1 derived from ground-based measurements (Table 
1-2). ACE-FTS-based upper-tropospheric growth during that 
period was 1.07 ± 0.06% yr–1, i.e., very similar to the in situ re-
cord-based rate. 

Emissions of CF4 are estimated to have increased on a glob-
al basis, from 13 ± 1 Gg yr–1 in 2016 to 15 ± 1 Gg yr–1 in 2020, 
confirming that the period of increasing CF4 emissions first re-
ported by Trudinger et al. (2016), and recently updated by Say 
et al. (2021), is continuing. Estimates of northwestern European 
emissions did not change significantly during 2010–2019 and are 
equivalent to 0.7% of the global total in 2018 (Say et al., 2021). 
Emissions from East Asia are estimated at 4–5 Gg yr–1, and there 
is evidence that the global CF4 emission increase between 2012 
and 2019 is likely driven by increased emissions from that region 
(Kim et al., 2021). Part of these emissions likely originate from 
Chinese rare earth metal production (Cai et al., 2018). Radiative 

Figure 1-19. Global mean surface mole fraction (left) and emissions estimates (right) for the same fluorinated greenhouse gases 
as in Table 1-11 (excluding CFCs, halons, HCFCs and HFCs). Solid lines show global mole fractions and emissions derived using 
AGAGE measurement data and a 12-box model, as described in Figure 1-3. Shading indicated the 1 standard deviation uncer-
tainty in emissions. Dotted lines show annual mean mole fractions measured at Cape Grim, Australia, by UEA/FZJ. A dashed line 
in the top-left panel shows the annual mean mole fractions (since 2013) of desflurane measured at Jungfraujoch, Switzerland, by 
Empa. The left axis in the top-left panel is for CF4, and the right axis is for n-C6F14 and desflurane. 
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forcing from anthropogenic CF4 increased from 4.2 mW m–2 to 
4.6 mW m–2 between 2016 and 2020.

Over the 2016 to 2020 period, global mole fractions of 
hexafluoroethane (C2F6) and octafluoropropane (C3F8) increased 
from 4.57 ppt to 4.94 ppt, and from 0.63 to 0.70 ppt, respec-
tively (updates from Say et al., 2021). Both increases are similar to 
those observed between 2012 and 2016. This translates to global 
emissions of 2.2 ± 0.1 Gg yr–1 for C2F6 in 2020, i.e., practically 
unchanged since 2016 (Table 1-11), and of 0.6 ± 0.0 Gg yr–1 for 
C3F8, an increase from 0.5 ± 0.0 Gg yr–1 in 2016. Northwestern 
European emissions were estimated to be somewhat higher con-
tributors to the global total, with contributions of 1.6% for C2F6 
and, notably, 5.1% for C3F8 in 2018 (Say et al., 2021). For recent 
years, a much larger fraction of global C2F6 emissions (~1.2 Gg 
yr–1) has been estimated to originate from East Asia (Kim et al., 
2021), again with likely contributions from rare earth metal pro-
duction (Cai et al., 2018). Radiative forcing from the two gases 
increased from 1.20 mW m–2 to 1.30 mW m–2 (C2F6) and from 0.17 
mW m–2 to 0.19 mW m–2 (C3F8) over the 2016–2020 period.

For octafluorocyclobutane (c-C4F8), Mühle et al. (2019) 
presented a comprehensive overview of global observations, 
including a full reconstruction of its atmospheric history. Based 
on evidence from firn air, atmospheric abundances were near 
zero (<0.02 ppt) from the early 1900s to the early 1960s, which 
is in agreement with the current understanding that there are no 
natural sources of this PFC. Global c-C4F8 mole fractions have in-
creased monotonically since. This is qualitatively in line with the 
previously published records of Saito et al. (2010) and Oram et 
al. (2012), including a temporary slowdown during the 1990s and 
early 2000s, although some differences exist. These are probably 
at least in part related to independent calibration scales. The SH 
Oram et al. record was recently updated by Droste et al. (2020), 
and the results from that study agree with those of Mühle et al. 
(2019) in that both report abundances to be accelerating over ap-
proximately the two decades leading up to 2020 (Figure 1-19). 
Mole fractions of c-C4F8 reached 1.69 ppt in the SH (update from 
Droste et al., 2020) and 1.82 ppt globally (update from Mühle et 
al., 2019) in 2020. In terms of emissions, the recent increases in 
c-C4F8 mole fractions translate to 2.1 ± 0.1 Gg yr–1 in 2016, and 2.5 
± 0.1 Gg yr–1 in 2020 (update from Mühle et al., 2019), with the 
AGAGE emission estimates for 2016 slightly higher than those of 
Droste et al. (2020), i.e., 1.9 Gg yr–1. Regional inverse methods 
and observations were used to estimate emissions from eastern 
Asia (0.73 Gg yr–1 in 2017, 31 ± 4% of global emissions, predom-
inantly from eastern China), northern and central India (0.14 ± 
0.06 Gg yr–1 in mid-2016), northwestern Europe, and Australia 
(about 1% and 0.7% of the global total, respectively), as well as 
indications that two Russian facilities might possibly be contribut-
ing between 5% and 26% of the global total (Mühle et al., 2019). 
Atmospheric sources were previously thought to be mainly from 
the semiconductor industry, but PTFE (polytetrafluoroethylene) 
and HFP (hexafluoropropylene) production is likely a more dom-
inant contributor (Mühle et al., 2019). In support of this theory, 
Mühle et al. (2022) reported that c-C4F8 emissions are highly 
correlated with the production of HCFC-22 for feedstock uses, as 
almost all of this is pyrolyzed to produce PTFE and HFP. In 2020, 
c-C4F8 contributed 0.58 mW m–2 to global radiative forcing.

Updated trends of five less abundant longer-chain PFCs, i.e., 
n-C4F10, n-C5F12, n-C6F14, n-C7F16, and the newly detected perflu-
oro-2-methylpentane (i-C6F14), were recently reported by Droste 

et al. (2020). This included a new calibration of all species except 
n-C5F12 due to the identification and separation of isomers present 
in the atmosphere. All PFCs continued to increase between 2016 
and 2020, though at relatively slow rates, i.e., from 0.194 ppt to 
0.202 ppt (n-C4F10), from 0.148 ppt to 0.149 ppt (n-C5F12; increase 
not significant within uncertainties), from 0.220 ppt to 0.225 ppt 
(n-C6F14), from 0.110 ppt to 0.116 ppt (n-C7F16), and from 0.065 
ppt to 0.072 ppt (i-C6F14). No update is available for abundances 
of n-C8F18 (which in 2011 was 0.09 ppt; Ivy et al., 2012). Global 
emissions of the five former PFCs were estimated by Droste et 
al. (2020) to have remained constant between 2013 and 2017 at 
0.09 Gg yr–1 (n-C4F10), 0.06 Gg yr–1 (n-C5F12), 0.14 Gg yr–1 (n-C6F14), 
0.18 Gg yr–1 (n-C7F16), and 0.09 Gg yr–1 (i-C6F14). Expressed as ra-
diative forcing, the combined contribution of all six PFCs (at their 
last-known abundances) amounted to 0.38 mW m–2 in 2020.

Nitrogen Trifluoride (NF3). Between 2016 and 2020, glob-
al mole fractions of NF3 increased from 1.5 ppt to 2.3 ppt, thus 
maintaining its annual growth rate of >10% (update from Arnold 
et al., 2013; Table 1-11 and Figure 1-19). NF3 emissions also con-
tinued to increase, from 2.0 ± 0.1 Gg yr–1 to 3.0 ± 0.1 Gg yr–1, with 
radiative forcing concurrently increasing by almost 60%, to 0.48 
mW m–2 in 2020.

Sulfuryl Fluoride (SO2F2). SO2F2 is mainly used as a substi-
tute for CH3Br. Its rate of growth has declined since the previous 
Assessment, with global mole fractions of 2.2 ppt in 2016 and 
2.6 ppt in 2020. This is, however, still equivalent to a very rapid 
growth of about 18% from 2016 to 2020, compared to the 25% 
increase between 2012 and 2016 (update from Mühle et al., 
2009, and Gressent et al., 2021; Table 1-11 and Figure 1-19). 
SO2F2 global emissions reported in this Assessment are 2.9 ± 0.4 
Gg yr–1 in both 2016 and 2020. In terms of regional SO2F2 emis-
sions, North America was recently identified as the major global 
emitter (Gressent et al., 2021), and the reported long-term in-
crease in emissions is partly due to the expanded use of SO2F2 for 
post-harvest treatment, although soil fumigation remains another 
main source. Radiative forcing from this gas increased from 0.45 
mW m–2 to 0.52 mW m–2 between 2016 and 2020.

 (Trifluoromethyl) Sulfur Pentafluoride (SF5CF3). SH ob-
servations confirm that mole fractions of SF5CF3 are virtually un-
changed, with 0.152 ppt reported for 2016 and 0.155 ppt for 
2020 (update from Sturges et al., 2012), corresponding to no re-
newed emissions of this species. Consequently, SF5CF3 radiative 
forcing remained at 0.09 mW m–2.

Halogenated Ethers (HFEs). Atmospheric abundanc-
es, trends, and emissions of desflurane (HFE-236ea2, 
CHF2OCHFCF3), isoflurane (HCFE-235da2, CHF2OCHClCF3), 
and sevoflurane (HFE-347 isomer, (CF3)2CHOCH2F) were first re-
ported by Vollmer et al. (2015c), who determined global mean 
mole fractions in 2014 of 0.30 ppt, 0.097 ppt, and 0.13 ppt, re-
spectively. An update is available only for desflurane, for which 
mole fractions derived from observations at the Jungfraujoch 
station in Switzerland increased slightly, from 0.35 ppt in 2016 
to 0.37 ppt in 2020, equivalent to an increase from 0.17 mW m–2 
to 0.18 mW m–2 in 2020. In the absence of updated atmospheric 
abundances, the best estimates of radiative forcing from isoflu-
rane and sevoflurane remain at 0.04 mW m–2 for both anesthetics 
(using the recent GWP update from Andersen et al., 2021, for 
sevoflurane). No updated emission estimates are available for any 
of the three species.
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In addition, Vollmer et al. (2019) reported the first observa-
tions of the potent greenhouse gas octafluorooxolane (c-C4F8O). 
The radiative efficiency of this HFE is relatively high at 0.47 W 
m−2 ppb−1, but atmospheric mole fractions remain low at 0.074 
ppt in the NH in 2018. Emissions, which are thought to originate 
predominantly from usage as a solvent in the semiconductor 
industry, peaked at 0.15 ± 0.04 Gg yr–1 in 2004 and have since 
declined to <0.015 Gg yr–1 in 2018.

1.5.4 Molecular Hydrogen (H2)
H2 is an abundant atmospheric trace gas with both natural 

and anthropogenic emission sources and a relatively complex 
biogeochemical cycle. It is relevant for this Assessment as a strato-
spheric source gas for hydrogen oxide radicals (HOx), and also 
adds stratospheric water vapor (H2O) when oxidized. In addition, 
its atmospheric impacts may well become more important in the 
near future due to its use in fuel cells and internal combustion en-
gines and related emerging applications. Few publications have 
estimated the potential decrease in ozone levels from such hydro-
gen emissions. These studies all have large uncertainties, but they 
indicate that the resulting impacts on global ozone are likely small 
(<1%) even in the case of an extreme leakage scenario (Schultz 
et al., 2003; Tromp et al., 2003; Feck et al., 2008; Vogel et al., 
2011).

Observations of Atmospheric Abundance. Atmospheric 
abundances of H2 have increased from ~330 ppb during the 
mid-to-late 1800s to the present levels of 530–550 ppb in the late 
20th and early 21st centuries, an increase of about 70% (Patterson 
et al., 2020; Patterson et al., 2021). The increase in atmospheric 
H2 is primarily attributed to increasing anthropogenic emissions 
and production from the oxidation of methane over the 20th cen-
tury (Patterson et al., 2021).

Global mole fractions of H2 in 2020 were approximately 544 
ppb (Table 1-11). The increase in the atmospheric abundance of 
H2 from 2016 to 2020 was around 10 ppb, with about 4 ppb of 
this occurring between 2019 and 2020 alone. There is a small 

inter-hemispheric gradient in the atmospheric H2 mole fractions 
due to the major sink being biological uptake on land. This re-
sults in approximately 3% higher concentrations in the Southern 
Hemisphere (Ehhalt and Rohrer, 2009).

Emissions, Lifetimes, and Radiative Forcings. The largest 
source of H2 in the atmosphere is from the photolysis of formalde-
hyde, which is formed by the photochemical oxidation (reaction 
with the hydroxyl radical) of methane and other organic com-
pounds. Recent reviews and updates estimate this source to be 
in the range of 30–77 Tg yr–1 (Ehhalt and Rohrer, 2009; Zgonnik, 
2020). The second largest source is from incomplete combustion 
processes, through fossil fuel combustion and biomass burning. 
Carbon monoxide (CO) is formed during incomplete combustion, 
which then reacts with water vapor to produce carbon dioxide 
(CO2) and H2. Estimates for fossil fuel sources range from 11 to 20 
Tg yr–1, while estimates for biomass burning range from 10–20 Tg 
yr–1. Hydrogen is also emitted from geological sources, including 
volcanoes, with a recent review suggesting this may be as high 
as 23 Tg yr–1 (Zgonnik, 2020). Lastly, H2 is emitted by nitrogen 
fixation on land, and in the ocean, with emissions estimated to be 
3–6 Tg yr–1 for oceans and 0–6 Tg yr–1 for land (Ehhalt and Rohrer, 
2009; Zgonnik, 2020).

There are two major sinks of atmospheric H2, with the larg-
est one being uptake by soil microorganisms as a fuel source and 
the other oxidation of H2 by the hydroxyl radical (OH). Estimates 
for the soil uptake sink range from 55–88 Tg yr–1, while the sink 
for oxidation by OH ranges from 8–19 Tg yr–1 (Ehhalt and Rohrer, 
2009; Zgonnik, 2020).

The atmospheric lifetime of H2 is estimated to be about two 
years (Ehhalt and Rohrer, 2009). Even though H2 is not a green-
house gas, Derwent et al. (2020) estimate that it has an indirect 
GWP100 of about 5 ± 1. This is primarily due to its reaction with 
tropospheric OH, which depletes the oxidizing capacity of the 
troposphere, resulting in a longer methane lifetime, and through 
the production of ozone in the troposphere.
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SCIENTIFIC SUMMARY

Hydrofluorocarbons (HFCs) have been increasingly pro-
duced and used in applications such as refrigeration, air-condi-
tioning, and foam blowing following the phasedown of ozone-de-
pleting substances (ODSs). In addition to emissions resulting 
from these uses, some HFCs, particularly HFC-23, are released 
as by-products during the manufacture of other compounds. 
While being benign for the stratospheric ozone layer and gener-
ally having lower radiative efficiencies than the most abundant 
ODSs, long-lived HFCs are potent greenhouse gases. Therefore, 
HFCs were included in the basket of substances controlled by 
the 1997 Kyoto Protocol under the United Nations Framework 
Convention on Climate Change (UNFCCC). Subsequently, cer-
tain HFCs were brought into the Montreal Protocol framework 
by the Kigali Amendment in 2016. The Kigali Amendment, which 
came into force in January 2019 for parties who ratified the 
Amendment, seeks to limit the production and consumption of 
a selection of HFCs. For HFC-23, the Kigali Amendment seeks to 
limit emissions formed as a by-product of HCFC (hydrochloroflu-
orocarbon) and HFC production to the extent practicable using 
approved technologies.

For the most abundant HFCs (HFC-134a, HFC-23, HFC-32, 
HFC-125, and HFC-143a) and some of the less abundant HFCs, 
atmospheric observations have been available for several years 
or decades. Observations in the remote atmosphere can be used 
to derive “top-down” global emissions. These emissions can be 
compared to the sum of “bottom-up” estimates derived from ac-
counting methods for Annex I parties to the UNFCCC, who are 
required to report their emissions annually. For some parts of the 
world, atmospheric observations exist in sufficient density to de-
rive top-down emissions estimates at regional scales. These can 
be compared to bottom-up estimates reported by the countries 
in these regions. 

Based on the historical emissions trends derived from atmo-
spheric data and estimates of future consumption, projections of 
future emissions can be derived under different policy scenarios. 
These emissions scenarios can be used to estimate the climate 
impact of various HFC policies in terms of future radiative forcing 
and temperature change.

The key findings of this chapter are as follows:

• Global mean abundances of each of the major HFCs have 
increased since 2016. Radiative forcing due to the HFCs 
reached 44.1 ± 0.6 mW m–2 in 2020, an increase of around 
one-third since 2016. HFC-134a remained the largest contrib-
utor to the overall radiative forcing due to HFCs (44%), and 
HFC-125 (18%) overtook HFC-23 (15%) as the second-largest 
contributor. 

• Total CO2-equivalent HFC emissions inferred from ob-
servations increased through 2020. The total carbon 
dioxide-equivalent emissions (CO2-eq, calculated using 100-
year global warming potentials, GWPs) due to HFCs was 
1.22 ± 0.05 Pg CO2-eq yr–1 in 2020 (1 Pg = 1 Gt), 19% high-
er than in 2016. Of this total, HFC-134a was responsible for 

approximately 30%, HFC-125 for 28%, HFC-23 for 20%, and 
HFC-143a for 15%. Emissions of the majority of HFCs grew be-
tween 2016 and 2020, except for HFC-143a, HFC-152a, HFC-
365mfc, and HFC-43-10mee, for which emissions remained 
roughly constant. In 2020, global total CO2-eq emissions due 
to HFCs were 60–70% higher than those of CFCs (chlorofluo-
rocarbons) or HCFCs. 

• The gap between total CO2-eq HFC emissions reported 
by Annex I countries to the UNFCCC and global esti-
mates derived from atmospheric data has grown. The 
emissions reported by Annex I countries in common reporting 
format (CRF) are approximately constant in the period 2015–
2019, while atmospheric observations in the background 
atmosphere suggest continued growth in global total emis-
sions. In 2019, UNFCCC reports accounted for only 31% (in-
cluding HFC-23 in the analysis) or 37% (excluding HFC-23) of 
the global total CO2-eq emissions derived from observations. 
Regional top-down emissions estimates for Europe, the USA, 
and Australia are similar to reported bottom-up emissions, sug-
gesting that underreporting by these Annex I countries likely 
does not explain this discrepancy. Inverse modeling studies 
have been carried out for China and India (both non-Annex I 
countries) and find that around one-third of the emissions gap 
(excluding HFC-23) could be explained by sources in these 
countries. However, approximately 40% of global total HFC 
CO2-eq emissions (excluding HFC-23) remain unaccounted 
for by Annex I reports or top-down estimates for non-Annex I 
parties. Top-down regional emissions estimates are available 
from only a relatively small number of countries based on the 
existing measurement network, whereas global top-down es-
timates reflect the aggregate of all emissions (for longer-lived 
HFCs). Therefore, the unattributed emissions probably occur 
in countries that are not monitored by atmospheric measure-
ments and/or that do not report to the UNFCCC in CRF.

• The global inferred CO2-eq HFC emissions are less than 
the emissions in the 2018 Assessment HFC baseline 
scenario. They are about 20% lower for 2017–2019. It 
is too early to link this directly to the provisions of the Kigali 
Amendment, since the first step in the scheduled phasedown 
was in 2019. The lower emissions can be explained by lower 
reported consumption in several countries following national 
regulations.

• The ratio of global HFC-23 emissions inferred from at-
mospheric observations to reported HCFC-22 produc-
tion has increased between 2010 and 2019, despite 
reports of substantial new emissions abatement since 
2015. Top-down estimates of global HFC-23 emissions were 
17.2 ± 0.8 Gg yr–1 in 2019 (1 Gg = 1 kt). This is substantially 
larger than a bottom-up estimate of 2.2 Gg yr–1 derived from 
UNFCCC reports for Annex I countries (1.6 Gg yr–1), HCFC-
22 production reported to the United Nations Environment 
Programme (UNEP), and national abatement programs in 
India and China. The contribution to the global atmospheric 
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HFC-23 budget of photolysis of trifluoroacetaldehyde 
(CF3CHO), a minor degradation product of some fluorinated 
compounds, is assessed to be negligible.

• Some HFCs and unsaturated HFCs (hydrofluoroolefins 
[HFOs]) degrade in the environment to produce triflu-
oroacetic acid (TFA), a persistent toxic chemical. HFO-
1234yf has been increasingly used to replace HFC-134a as 
a mobile air conditioner (MAC) refrigerant. Measurements 
show that atmospheric background abundances of HFO-
1234yf at Jungfraujoch, Switzerland have grown from less than 
0.01 ppt before 2016 to annual median levels of 0.10 ppt in 
2020. At the 2020 level, the oxidation of HFO-1234yf is likely 
producing a comparable, or potentially larger, amount of TFA 
than the oxidation of HFC-134a locally near Jungfraujoch. 
The measured and model simulated concentrations of TFA 
from the use of HFO-1234yf and other relevant HFOs, HFCs, 
HCFCs, and hydrochlorofluoroolefins (HCFOs) is, in general, 
significantly below known toxicity limits at present. However, 
the production of TFA in the atmosphere is expected to in-
crease due to increased use of HFOs and HCFOs. Potential 
environmental impacts of TFA require future evaluation due to 
its persistence. 

• Projected emissions of HFCs based on current trends in 
consumption and emissions, national policies in sever-
al countries, and the Kigali Amendment are lower than 
those projected in the 2018 Assessment. The 2020–2050 
cumulative emissions in the 2022 updated Kigali Amendment 
scenario are 14–18 Pg CO2-eq lower than the correspond-
ing scenario in the previous Assessment. The 2050 radiative 

forcing in a scenario that assumes no controls on HFCs, is 
220–250 mW m–2 (termed the Baseline scenario in the previ-
ous Assessment). Radiative forcing in 2050 is reduced to 90–
100 mW m–2 in the 2022 Kigali Amendment scenario, 30 mW 
m–2 lower than projected in the 2018 Kigali Amendment sce-
nario. The new scenario follows national controls on the con-
sumption and production of HFCs in non-Article 5 countries, 
reflects lower reported consumption in China, is based on 
updated historical information on the use of HFCs in non-Ar-
ticle 5 countries, uses observed mixing ratios through 2020 
as a constraint, and includes assumptions about reduced use 
of HFCs for commercial and industrial refrigeration. The new 
scenario also assumes that all countries adhere to the provi-
sions of the Kigali Amendment. 

• Under the provisions of the Kigali Amendment, current 
trends in consumption and emissions, and national pol-
icies, the contribution of HFCs to global annual average 
surface warming is projected to be 0.04 °C in 2100. This 
is substantially lower than under the scenario without HFC 
control measures, for which a contribution of 0.3–0.5 °C was 
projected.

• Concerted efforts to improve energy efficiency of re-
frigeration and air-conditioning equipment could lead 
to reductions in greenhouse gas emissions of the same 
order as those from global implementation of the Kigali 
Amendment. These estimated benefits of improving energy 
efficiency are highly dependent on greenhouse gas emissions 
from local electric grids and the pace of decarbonization in 
the energy sector.
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2.1 INTRODUCTION 

2.1.1 Summary of Findings from Previous 
Assessments

The previous Ozone Assessment reported the continuing 
rise of hydrofluorocarbon (HFC) emissions through 2016 and the 
accelerating growth of HFC atmospheric abundances. Radiative 
forcing due to HFCs was estimated to be 0.030 W m–2 in 2016, 1% 
of the total anthropogenic forcing for all long-lived greenhouse 
gases. Global CO2-equivalent (CO2-eq) HFC emissions were es-
timated to be 0.88 ± 0.07 Pg CO2-eq yr–1 in 2016, 23% higher 
than in 2012. The magnitude of the rise in total HFC CO2-eq emis-
sions was found to be larger than the decline from chlorofluoro-
carbons (CFCs) and hydrochlorofluorocarbon (HCFCs). This was 
driven primarily by increases in HFC-134a, HFC-125, HFC-23, 
and HFC-143a, the four most abundant HFCs in the atmosphere. 
Emissions reported to the United Nations Framework Convention 
on Climate Change (UNFCCC) accounted for less than half of the 
global total derived from atmospheric measurements in 2016. 
The remaining emissions were thought to have originated primar-
ily from non-Annex 1 countries. Global emissions of HFC-23 were 
found to have varied substantially, primarily due to changing lev-
els of abatement in non-Annex 1 countries brought about by the 
UNFCCC Clean Development Mechanism (CDM). Emissions of 
HFC-23 inferred from atmospheric observations or from invento-
ries generally agreed well. Future emissions scenarios suggested 
that the Kigali Amendment and national and regional regulations 
could more than halve radiative forcing due to all HFCs, excluding 
HFC-23, by 2050, compared to the baseline scenario.

2.1.2 Scope
Following the controls on CFC and HCFC production and 

use under the terms of the Montreal Protocol, the production 
and use of HFCs, which do not contribute to ozone depletion, 
increased substantially. HFCs are primarily used in refrigeration, 
air-conditioning, and foam blowing. Minor applications include 
use as firefighting agents and propellants (see Table 2-1). Post-
production emissions of HFCs can occur months to decades fol-
lowing their manufacture, depending on the application. Once 
emitted, many HFCs persist in the atmosphere for several years or 
longer, where they absorb outgoing infrared radiation and there-
fore contribute to radiative forcing of climate. 

Owing to their influence on climate, HFCs are subject to a 
range of regulations and international protocols. While HFCs 
were included in a basket of compounds controlled under the 
Kyoto Protocol to the UNFCCC, limits were not placed on their 
emissions explicitly as controls related to the aggregated total 
greenhouse gas emissions from individual parties. In some re-
gions, national or regional regulations are in place to limit HFC use 
(e.g., European F-gas regulations; EU, 2014). In 2019, the Kigali 
Amendment to the Montreal Protocol came into force (Box 2-1). 
The Amendment sets out a phasedown schedule for production 
and consumption of a select group of HFCs, with differing time 
frames for non-Article 5 [non-A5] and Article 5 [A5] parties. For 
HFC-23, which is primarily a by-product of HCFC-22 production, 
the Kigali Amendment states that emissions should be controlled 
to the maximum extent practicable using proven technologies. 

In this chapter, updates are provided for observations of the 
atmospheric abundance of HFCs. Global emissions are inferred 

based on these observations, estimates of their atmospheric life-
times, and simulations of their dispersion throughout the atmo-
sphere. These “top-down” emissions are compared to UNFCCC 
reports and other inventory-based (“bottom-up”) methods. 
Furthermore, recent scientific literature is assessed regarding re-
gional top-down and bottom-up emissions estimates and factors 
affecting the atmospheric lifetime and breakdown products of 
HFCs. Global emissions estimates are compared to earlier projec-
tions and emissions scenarios, and new scenarios are developed, 
constrained by updated atmospheric data. Information is also 
presented on new uses of HFCs, HFC alternatives, and energy 
efficiency improvements. 

In 2017, Decision XXIX/12 was adopted, requesting that 
the Assessment Panels provide information on production and 
consumption of certain HFCs not listed as controlled substances 
under Annex F of the Montreal Protocol. The HFCs that are the 
subject of this decision have Global Warming Potentials (GWPs) 
at least as large as that of the controlled HFC with the lowest GWP 
(that of HFC-152). Of the 162 HFCs listed in the Annex, about 110 
species meet this criterion. However, since there is no informa-
tion available on the production, consumption, or atmospheric 
abundance of these compounds, they are not addressed in this 
Assessment.

2.2 ATMOSPHERIC OBSERVATIONS AND 
DERIVED EMISSIONS ESTIMATES

The abundance of HFCs in the atmosphere is regularly 
monitored by global networks such as the Advanced Global 
Atmospheric Gases Experiment (AGAGE; e.g., Prinn et al., 2018) 
and the National Oceanic and Atmospheric Administration 
(NOAA; e.g., Montzka et al., 2015). These networks maintain in-
dependent calibration scales, which typically agree within a few 
percent. Global measurements of HFC-134a are also provided by 
the University of California, Irvine (UCI; Simpson et al., 2014). The 
historical abundance of many HFCs, before routine ambient mea-
surements began, has been reconstructed by AGAGE and the 
University of East Anglia from measurements of the Cape Grim 
Air Archive and archived Northern Hemispheric air samples (e.g., 
Prinn et al., 2018 and references therein; Oram et al., 2017; Laube 
et al., 2010; Leedham Elvidge et al., 2018). Complementing these 
surface-based observations, satellite data from the Atmospheric 
Chemistry Experiment Fourier Transform Spectrometer (ACE-FTS) 
onboard SCISAT provide estimates of upper-tropospheric abun-
dance of HFC-23 and HFC-134a (Fernando et al., 2019; Bernath 
et al., 2021; Harrison et al., 2021). 

In this section, updates of surface- and space-based mea-
surements of atmospheric HFC abundances are provided through 
2020. Based on the data from the AGAGE and NOAA surface 
networks, updates of top-down (atmospheric data-based) global 
annual mean emissions estimates are provided. The methodolo-
gy for deriving global emissions, global lower-tropospheric mean 
abundances, CO2-equivalent (CO2-eq) emissions, and radiative 
forcing (defined as stratosphere-adjusted radiative forcing as 
outlined in Box 5-1) are described in detail in Section 1.0. Unless 
otherwise specified, all ranges given here correspond to 1-sigma 
uncertainties.

Global emissions estimates are presented here through 
2020, the year in which socioeconomic activity was reduced 
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in large parts of the world due to the COVID-19 pandemic. At 
present, there are very few peer-reviewed studies examining 
the influence of these restrictions on HFC emissions. Therefore, 
in this section, we do not speculate on the potential effect of the 
pandemic on HFC emissions.

Top-down regional emissions estimates are possible in parts 
of the world with sufficiently dense atmospheric measurement 
networks. In contrast to global inverse modeling, top-down re-
gional emissions estimates of long-lived HFCs are insensitive to 
uncertainties in atmospheric lifetimes because transport times-
cales between emissions and measurement are small compared 
to their rate of removal in the atmosphere (Box 1-2). Uncertainties 
in derived regional emissions are typically dominated by 

uncertainties in the 3-D chemical transport models used to simu-
late atmospheric dispersion and uncertainties in the meteorolog-
ical fields used to drive the models. 

In the following section, recent literature on top-down and 
bottom-up regional emissions are assessed and compared to 
emissions reported by Annex I Parties to the UNFCCC, where 
available. The Annex I UNFCCC reports contain annual bot-
tom-up estimates of emissions from those countries. In most 
of these reports, emissions estimates are available for several 
individual HFC species. However, reported emissions for some 
species from some parties are grouped together as an “unspec-
ified mix” of compounds. For many individual species and for 
aggregated totals, statistically significant differences are found 

Box 2-1. The Kigali Amendment (2016) to the Montreal Protocol

The phasedown of chlorofluorocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs) under the Montreal Protocol has led to 
substantial benefits to climate (e.g., Velders et al., 2007). Growth in the use of hydrofluorocarbons (HFCs) as replacements for CFCs 
and HCFCs could offset some of these climate benefits (Velders et al., 2012). To preserve the benefits by minimizing future growth 
in radiative forcing due to HFCs, parties to the Montreal Protocol agreed to an Amendment in Kigali, Rwanda, in October 2016. The 
Kigali Amendment added 18 HFCs to the Montreal Protocol as controlled substances and set out a schedule to phase down their 
production and consumption, or, in the case of HFC-23, reduce by-product emissions. The Amendment, which entered into force on 
1 January 2019, outlines an 80–85% reduction in global production and consumption by 2047, with respect to baselines as defined 
in the caption to Box 2-1 Figure 1. By September 2022, 138 parties had ratified, approved, or accepted the Kigali Amendment. 

HFCs controlled by the Kigali Amendment include HFC-23, HFC-134, HFC-134a, HFC-143, HFC-245fa, HFC365mfc, HFC-
227ea, HFC-236cb, HFC-236ea, HFC-236fa, HFC-245ca, HFC-43-10mee, HFC-32, HFC-125, HFC-143a, HFC-41, HFC-152, and 
HFC-152a. The Amendment specifies that emissions of HFC-23 generated during production of HCFCs or HFCs be destroyed to the 
extent practicable beginning January 2020.
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Box 2-1 Figure 1. Phasedown schedule for allowed production and consumption, in percentages with respect to defined 
baselines, of controlled HFCs, expressed as CO2-equivalents (CO2-eq), under the Kigali Amendment. The schedule for non-Ar-
ticle 5 (non-A5) countries is shown in blue1,2, and the schedule for Article 5 (A5) countries is shown in orange3 or red4.

1 Non-A5 countries also referred to as Article 2 countries (Article 2J of the Montreal Protocol). Baseline for non-A5 countries is defined as average HFC CO2-eq produc-
tion/consumption for 2011–2013 plus 15% of HCFC baseline in CO2-eq production/consumption.
2 For the non-A5 countries Belarus, Russian Federation, Kazakhstan, Tajikistan, and Uzbekistan, the baseline is defined as average HFC CO2-eq production/consump-
tion for 2011–2013 plus 25% of HCFC baseline CO2-eq production/consumption (blue dotted line).
3 Group 1: A5 countries not part of Group 2 (Article 5 of the Montreal Protocol). Baseline for A5 Group 1 countries is defined as average HFC CO2-eq production/con-
sumption for 2020–2022 plus 65% of HCFC baseline CO2-eq production/consumption.
4 Group 2: A5 countries are Bahrain, the Islamic Republic of Iran, Iraq, Kuwait, Oman, Pakistan, Qatar, Saudi Arabia, and the United Arab Emirates. Baseline for A5 Group 
2 countries is defined as average HFC CO2-eq production/consumption for 2024–2026 plus 65% of HCFC baseline CO2-eq production/consumption.
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Figure 2-1. Annual mean mole fractions and recent projections. Global annual mean values from the independent ground-based 
AGAGE, NOAA, and UCI networks are shown as blue filled circles, magenta open circles, and light blue filled circles, respectively. 
AGAGE and NOAA values are based on monthly mean baseline measurements assimilated into the AGAGE global 12-box model 
(e.g., Rigby et al., 2014). Purple crosses represent global annual mole fractions based on AGAGE measurements of the Cape 
Grim Air Archive (CGAA) incorporated into the 12-box model. Gold triangles show Southern Hemisphere mole fractions from the 
CGAA measured by the University of East Anglia (UEA). Descriptions of these data can be found in Prinn et al. (2018) for AGAGE; 
Montzka et al. (2015) for NOAA; Simpson et al. (2014) for UCI; and Oram et al. (1998), Laube et al. (2010), and Leedham Elvidge 
et al. (2018) for UEA. UCI HFC-134a data are reported as pptv (parts per trillion, volume based). In contrast, AGAGE and NOAA 
data are reported as ppt (dry air mole fraction). Differences are expected to be small at the reported abundances compared to the 
stated 10% uncertainty of the UCI HFC-134a scale. Upper-tropospheric measurements from ACE-FTS aboard SCISAT represent 
averages for 60°S–60°N in the altitude range of 5.5–8.5 km for HFC-23 and 45°S–45°N in the altitude range of 10.5–14.5 km for 
HFC-134a (black diamonds, Fernando et al., 2019; Boone et al., 2020; Bernath et al., 2021). Since the previous Assessment, the 
ACE-FTS processing algorithm has been updated (Boone et al., 2020), which changed some trend values compared to previous 
versions (Bernath et al., 2021). ACE-FTS data are reported as wet air mole fractions. A water vapor correction was not applied to 
the ACE data as its influence is thought to be small compared to the other uncertainties. Also shown are projections from Velders 
et al. (2015; dark and light green lines).
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between summed Annex I emissions reports and global top-
down emissions, even when available regional top-down esti-
mates of non-Annex I emissions are added to the Annex I reports. 
These gaps may arise from substantial emissions in non-reporting 
countries and, potentially from underreporting of emissions in 

reporting countries (although, as discussed below, where top-
down estimates are available, substantial underreporting has not 
yet been identified).

Updates relating to the atmospheric lifetime and degrada-
tion products of HFCs are discussed in Section 2.3.
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Name Formula Lifetime (yr) GWP-100 Main Applications

HFC-134a CH2FCF3 14 1470

• Refrigerant for mobile and for domestic refrigerators/freezers
• Blend component for stationary air-conditioning and commercial refrigeration
• Propellant for pharmaceutical aerosols and for industrial aerosols
• Blowing agent

HFC-23 CHF3 228 14,700
• By-product in production of HCFC-22 
• Low-temperature specialist refrigerant
• Firefighting agent

HFC-32 CH2F2 5.4 749 • Blend component for air-conditioning equipment and commercial refrigeration 
and heat pumps

HFC-125 CHF2CF3 30 3820
• Blend component for stationary air-conditioning and commercial refrigeration 

and heat pumps
• Firefighting agent

HFC-143a CH3CF3 51 5900 • Blend component for commercial refrigeration

HFC-152a CH3CHF2 1.6 153 • Propellant for specialized industrial aerosols
• Blowing agent component for extruded polystyrene foams

HFC-245fa CHF2CH2CF3 7.9 966 • Foam blowing agent for polyurethane foams
• Working fluid for organic Rankine cycles

HFC-365mfc CH3CF2CH2CF3 8.9 969 • Foam blowing agent for polyurethane and phenolic foams
• Blend component for solvents

HFC-227ea CF3CHFCF3 36 3580 • Propellant for pharmaceutical aerosols
• Firefighting agent

HFC-236fa CF3CH2CF3 213 9120 • Firefighting agent

HFC-43-10mee CF3CHFCHFCF2CF3 17 1610 • Solvent for specialized applications

Table 2-1. Lifetimes, the 100-year time horizon GWP, and main applications of the HFCs with the highest atmospheric abundances.

Species Network Annual Mean Mole Fraction (ppt) Change (2019 – 2020) Emissions (2020)

2016 2019 2020 ppt yr–1 % yr–1 Gg yr–1 Tg CO2-eq yr–1

HFC-134a AGAGE 89.4 108 113 5.5 5.1 247 ± 28 364 ± 41

NOAA 89.8 108 113 5.4 5.0 243 ± 27 358 ± 39

UCI (pptv) 92.1 108 111 3.3 3.1

HFC-23 AGAGE 28.9 32.5 33.7 1.3 3.9 17 ± 0.8 243 ± 12

HFC-125 AGAGE 20.9 30 33.3 3.3 11 92 ± 6 352 ± 23

NOAA 20.2 29 32 3.0 10 83 ± 5 319 ± 20

HFC-143a AGAGE 19.3 24.3 25.9 1.6 6.7 31 ± 2 185 ± 12

NOAA 19 23.8 25.2 1.5 6.2 29 ± 2 169 ± 10

HFC-32 AGAGE 12.6 21.5 24.8 3.3 15 70 ± 7 53 ± 5

NOAA 11.5 19.1 22 2.9 15 62 ± 6 47 ± 5

HFC-152a AGAGE 6.73 7.18 7.21 0.032 0.44 54 ± 8 8.3 ± 1.2

NOAA 6.75 7.08 6.92 –0.15 –2.1 49 ± 8 7.5 ± 1.1

HFC-245fa AGAGE 2.44 3.06 3.24 0.18 5.9 14 ± 2 13 ± 2

HFC-227ea AGAGE 1.24 1.64 1.8 0.16 9.7 6.3 ± 0.7 23 ± 3

NOAA 1.17 1.56 1.71 0.14 9.1 5.8 ± 0.6 21 ± 2

HFC-365mfc AGAGE 0.989 1.14 1.18 0.035 3.1 4.3 ± 1 4.1 ± 0.9

NOAA 0.87 1.01 1.03 0.015 1.5 3.4 ± 0.7 3.3 ± 0.7

HFC-236fa AGAGE 0.154 0.192 0.204 0.013 6.6 0.39 ± 0.09 3.5 ± 0.8

HFC-43-10mee AGAGE 0.264 0.289 0.299 0.0099 3.4 1.2 ± 0.3 1.9 ± 0.5

Table 2-2. Global atmospheric mole fractions and emissions of hydrofluorocarbons estimated by surface air sampling networks.

Notes: Averages represent annual calendar-year global means for each independent measurement network. The AGAGE and NOAA networks share only a few com-
mon measurement sites; most measurements occur at different sites.  Differences in the 2016 values since WMO (2018) are due to calibration scale changes and dif-
ferences in methodology used to estimate global means. The observations are updated from Prinn et al. (2018) and Montzka et al. (2015). They are available at http://
agage.mit.edu/ for AGAGE data and gml.noaa.gov/dv/site/ for NOAA data. Global means are estimated by assimilating data into the AGAGE 12-box model (Cunnold 
et al., 1983; Rigby et al., 2013), using the methodology of Rigby et al. (2014). UCI HFC-134a data are reported as pptv (parts per trillion, volume based; Simpson et 
al., 2014). In contrast, other data are reported as ppt (molar based). Differences are expected to be small at the reported abundances compared to the stated 10% 
uncertainty of the UCI HFC-134a scale.
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2.2.1 Global and Regional HFC 
Abundances and Emissions

In this section, we provide updates to the abundance and 
emissions of each HFC species. Species are grouped in subsec-
tions based broadly on their application or production route and 
are ordered, approximately, by their contribution to radiative 
forcing.

2.2.1.1 HFC-134a (CH2FCF3)
HFC-134a is the most abundant HFC and contributes the most 

to total HFC radiative forcing. Its lifetime in the atmosphere is ap-
proximately 14 years, and its 100-year Global Warming Potential 
(GWP) is approximately 1470 (Annex). It is used as a refrigerant in 
mobile and domestic refrigerators and freezers, a blend compo-
nent for stationary air-conditioning and commercial refrigeration, 

a foam-blowing agent, and a propellant for pharmaceutical and 
industrial aerosols (Table 2-1). In some applications, lower-GWP 
refrigerants, such as HFO-1234yf and HFO-1234ze(E), are starting 
to replace HFC-134a (UNEP, 2017).

The global annual mean mole fraction reached 113 ± 2 ppt in 
2020, up from 89 ± 1 ppt in 2016 (average of AGAGE and NOAA 
data; UCI results over this period are 111 ± 2 ppt in 2020, up from 
92 ± 2 ppt in 2016; Table 2-2 and Figure 2-1). The change in 
mole fraction between 2016 and 2020 was 24 ± 2 ppt (26 ± 2%), 
which is similar, within uncertainty, to that during the four-year 
period (2012–2016) examined in the previous Assessment. This 
observed increase in global mole fraction is similar to that project-
ed in Velders et al. (2015). The global abundance in 2020 con-
tributed to a radiative forcing of 19.5 ± 0.3 mW m–2, the highest 
of any HFC.

Figure 2-2. Global emissions derived from background atmospheric measurements and Annex I emissions reports to the UNF-
CCC. Emissions shown as blue circles are derived from five background AGAGE stations, filtered to remove measurements that 
are strongly influenced by regional sources. Purple crosses show global emissions derived from AGAGE measurements of the 
Cape Grim Air Archive. Red open circles show emissions derived from NOAA measurements in the remote atmosphere. Global 
emissions are derived from the AGAGE 12-box model, with steady state lifetimes as in Table 2-1 and the Annex, using the method 
described in Rigby et al. (2014). Left-hand axes show emissions in Gg yr –1, and the right-hand axes show CO2-eq emissions. Shad-
ing indicates 1-sigma uncertainties and includes contributions from measurement and model error, as well as due to lifetime and 
calibration scale uncertainty. Green filled circles show the total emissions from Annex I countries reported to the UNFCCC (2019).
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Figure 2-3. Difference between 
global HFC-134a emissions derived 
from atmospheric observations 
(AGAGE and NOAA mean) and UN-
FCCC reports from Annex I countries 
(green line and crosses with shading 
represent 1-sigma uncertainty). The 
dark blue line with open circles and 
shading shows the same but with 
UNFCCC reports for the USA and 
Europe replaced by regional inver-
sion results from Hu et al. (2017) and 
Graziosi et al. (2017), respectively. 
Similarly, the light blue circle and er-
ror bar shows the global difference 
but with European UNFCCC reports 
replaced by top-down values from 
Schoenenberger et al. (2018). A set 
of bottom-up or top-down regional 
emissions estimates are shown for 
China in broken or solid lines, re-

spectively. Top-down estimates are from Lunt et al. (2015) in purple, Fortems-Cheiney et al. (2015) in magenta, and Yao et al. 
(2019) in black. Bottom-up estimates are from Su et al. (2015) in dotted cyan, Fang et al. (2018) in dotted blue with triangular 
points, and Li et al. (2019) in a light pink dashed line with square data points. The contribution of emissions from India is indi-
cated in the gold square and error bar, which represents the global top-down/UNFCCC difference minus the Indian emissions 
estimate from Say et al. (2019).

Upper-tropospheric distributions of HFC-134a between 
45°S and 45°N in the altitude range 10.5–14.5 km are measured 
from orbit as mole fractions by ACE-FTS (Fernando et al., 2019; 
Bernath et al., 2021). The latitude and altitude ranges are different 
from those used in the previous Assessment (60°S to 60°N) due 
to ACE-FTS retrieval problems below 10 km. These observations 
indicate that HFC-134a in the upper troposphere increased from 
85.5 ± 0.3 ppt in 2016 to 109.8 ± 0.2 ppt in 2020 (Figure 2-1; 
Fernando et al., 2019; Bernath et al., 2020; Harrison et al., 2021). 
Uncertainties in these quantities represent the standard deviation 
in the mean and do not include potential systematic errors, which 
are likely to be substantially larger. The upper-tropospheric trend 
observed from ACE-FTS is consistent with the trends derived from 
the surface-based AGAGE and NOAA measurements.

Total global emissions of HFC-134a estimated from inverse 
analysis of mole fractions at remote sites increased from 228 ± 21 
Gg yr–1 in 2016 to 245 ± 27 Gg yr–1 in 2020 (average of AGAGE 
and NOAA inversions, which differ from each other by about 
1%; Table 2-2 and Figure 2-2). Previous Assessments noted a 
near-linear rise in HFC-134a emissions since the early 1990s. The 
updated observations indicate that the growth in emissions has 
slowed substantially since the previous Assessment (Montzka, 
Velders et al., 2018); the increase in emissions between 2016 and 
2020 was approximately 18 ± 3 Gg yr–1 (8 ± 1%), compared to 
a rise of 51 ± 3 Gg yr–1 (28 ± 2%) between 2012 and 2016. The 
2020 HFC-134a emissions were equivalent to 361 ± 40 Tg CO2-
eq yr–1.

While global top-down emissions of HFC-134a have grown, 
the totals reported to the UNFCCC by Annex I countries have 
declined from 92 Gg yr–1 in 2016 to 84 Gg yr–1 in 2019 (the last 
year available at the time of writing). Therefore, the discrepancy 

between the UNFCCC reported emissions and global top-down 
values, noted in the previous Assessment, has increased to 
around 160 Gg yr–1 in 2019. This gap is approximately three times 
the total reported emissions (Figure 2-3). Montzka, Velders et al. 
(2018) described numerous regional top-down studies, which in-
dicated that emissions from the major reporting regions, primarily 
the USA and Europe, were similar to, or slightly lower than, the 
emissions estimates reported to UNFCCC by these two regions. 
Therefore, it was proposed that the gap was most likely due to 
emissions from non-reporting countries, although it is possible 
that underreporting has occurred from Annex I countries that are 
not well observed by atmospheric measurement networks.

Atmospheric measurement–based emissions estimates for 
the USA and Europe were discussed in the previous Assessment. 
Since then, additional studies have become available that sup-
port the conclusion that underreporting by UNFCCC Annex I 
countries does not explain the discrepancy with global top-down 
estimates. In Europe, new measurements of HFC-134a were 
carried out on the island of Crete, and these were combined 
with long-term measurements in Ireland, Switzerland, and Italy 
(Schoenenberger et al., 2018). These measurements allowed 
new estimates to be made of emissions from central and western 
Europe and the eastern Mediterranean. The top-down estimates 
of aggregated HFC-134a emissions for reporting countries in the 
domain were 51% (37–69%) lower than the UNFCCC reports 
(total top-down emissions were 18.6 [16.7–20.6] Gg yr–1 for this 
domain). In Australia, top-down emissions of around 1 Gg yr–1 
were derived, around half of the value reported to the UNFCCC 
(Dunse et al., 2018) and only ~0.4% of global total emissions.

For non-Annex I countries, new top-down and bottom-up 
estimates have become available for India and China only. Two 
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bottom-up studies by Li et al. (2019) and Fang et al. (2018) esti-
mate rapidly increasing emissions of HFC-134a in China through 
2017 and 2014, respectively (Figure 2-4). However, the esti-
mates by Li et al. (2019) are about half that by Fang et al. (2018), 
at 14 Gg yr–1 and 38 Gg yr–1 in 2014, respectively. Top-down 
estimates by Yao et al. (2019) use flask and in situ measurements 
from seven observatories in China between 2011 and 2017. The 
top-down estimates also exhibit an increase during this period, 
although with substantial interannual variability. The average top-
down emissions estimate from this study falls between the two 
bottom-up estimates, with emissions of 25 (22–27) Gg yr–1 for 
2017. In India, air samples were collected at low altitudes during 
an aircraft campaign in June and July 2016 (Say et al., 2019). 
National emissions of HFC-134a derived from these observations 
were 8.2 (6.1–10.7) Gg yr–1. Based on these top-down studies, 
India and China could account for around 25% of the difference 
between global top-down HFC-134a emissions estimates and 
UNFCCC reports (Figure 2-3). The remaining missing emissions 
probably occur in countries for which sparse atmospheric moni-
toring precludes the estimation of regional emissions and/or that 
do not report to the UNFCCC.

2.2.1.2 HFC-23 (CHF3)
The radiative forcing due to HFC-23 was the third largest of 

the HFCs in 2020 (down from the second largest in the previous 
Assessment). It has the longest lifetime (228 years) and highest 
100-year GWP (14,700) of the HFCs described here (Annex). In 
contrast to the other, more abundant HFCs, the majority of HFC-
23 in the atmosphere has not been released following its inten-
tional use (Table 2-1). Instead, it is primarily a by-product that is 
vented during the production of other compounds. The major 
focus of previous work on HFC-23 has been its emissions during 
the production of HCFC-22 (e.g., Oram et al., 1998; Miller et al., 
2010; Miller and Kuijpers, 2011; Simmonds et al., 2018; Stanley 
et al., 2020). There is also evidence that HFC-23 can be released 
during the production of tetrafluoroethylene (TFE) and hexafluo-
ropropylene (HFP) from HCFC-22 (Sung et al., 2006; Ebnesajjad, 
2015; Section 7.2.2.1). However, there has not been an assess-
ment of the quantities recycled within production facilities or 
potential contributions of these sources to global total emissions. 
Compared to by-product emissions from HCFC-22 production, 
smaller emissions are associated with the use of HFC-23 as a feed-
stock for halon-1301 production, as a plasma etching chemical 
and chamber-cleaning agent in the semiconductor industry, as a 
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Figure 2-4. Emissions of the major HFCs (excluding HFC-23 and HFC-43-10mee) from China. Top-down estimates from Yao et 
al. (2019) are shown in blue, including 1-sigma uncertainties as shaded areas. Bottom-up estimates are from Li et al. (2019) in red 
and Fang et al. (2018) in green.
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very low-temperature refrigerant, and as a specialty fire-suppres-
sion agent. 

The abundance of HFC-23 continues to increase in the glob-
al atmosphere and reached 33.7 ± 0.9 ppt in 2020, compared to 
28.9 ± 0.7 ppt in 2016 (AGAGE data; Table 2-2 and Figure 2-1). 
The previous Assessment (Montzka, Velders et al., 2018) noted 
a reduction in growth rate from around 1.1 ppt yr–1 to 0.9 ppt yr–1 
between 2014 and 2016. This trend has since reversed, with 
growth reaching 1.3 ppt yr–1 around 2018/19, the highest rate yet 
recorded (Stanley et al., 2020). The overall change in mole frac-
tion between 2016 and 2020 was 4.8 ± 1.1 ppt (17 ± 4%), com-
pared to 4.0 ± 1.0 ppt (16 ± 4%) between 2012 and 2016. The 
radiative forcing due to HFC-23 was 6.5 ± 0.2 mW m–2 in 2020.

HFC-23 concentrations in the upper troposphere from ACE-
FTS through 2020 are shown in Figure 2-1 (Fernando et al., 
2019; Bernath et al., 2021). These upper-tropospheric means for 
latitudes 60°S and 60°N were approximately 15–20% lower than 
surface-based estimates from the AGAGE network. The ACE-FTS 
growth rate was also smaller than that observed in the AGAGE 
network, with an increase from 2016 to 2020 of 3.6 ± 0.1 ppt (14 
± 1%). As with HFC-134a, the uncertainties quoted here represent 
the standard deviation in the mean and do not include potential 
systematic errors, which are likely to be substantially larger. 
Ground-based column-average observations of HFC-23 based 
on FTIR measurements at Rikubetsu, Japan, and Syowa Station, 
Antarctica (Takeda et al., 2021), exhibited similar trends to those 
based on the AGAGE measurements at similar latitudes, but the 
column mole fractions were around 15% lower on average.

The previous Assessment (Montzka, Velders et al., 2018) 
noted a decline in emissions derived from remote AGAGE mea-
surements between 2014 and 2016. Stanley et al. (2020) found 
that this trend had since reversed and that emissions had grown 
to 15.9 ± 0.9 Gg yr–1 in 2018. Updates presented here show an 
additional rise to 17.2 ± 0.8 Gg yr–1 in 2019, and a similar value of 
16.5 ± 0.8 Gg yr–1 in 2020 (Table 2-2 and Figures 2-2 and 2-5). 
The 2020 emissions of HFC-23 were equivalent to 243 ± 12 Tg 
CO2-eq yr–1.

Global inventory-based (bottom-up) emissions estimates 
are derived from publicly accessible information, as outlined 
in Stanley et al. (2020) and shown in Figure 2-5. For Annex I 
parties to the UNFCCC, annual HFC-23 emissions reports are 
available (UNFCCC, 2021). For countries not obliged to report 
to the UNFCCC, HFC-23 by-product generation is calculated by 
multiplying reported HCFC-22 production by estimates of HFC-
23 by-product formation per mass of HCFC-22 produced. From 
these totals, reported abatement is subtracted, based on informa-
tion from the UNFCCC Clean Development Mechanism (CDM) or 
national programs. 

For Annex I parties to the UNFCCC, reported emissions have 
been relatively low during the last decade. Other than in 2018, 
reported emissions have remained below 2 Gg yr–1 since 2008. 
Between 2016 and 2018 growth was reported, predominantly 
driven by emissions from fluorochemical production. However, 
a decrease to 1.6 Gg yr–1 was subsequently reported in 2019 
(Figure 2-2).

HCFC-22 production totals and HFC-23 by-product weights 
were taken from information provided to UNEP under Article 7 
of the Montreal Protocol and made publicly available through 

reports of the UN Multilateral Fund (MLF; UNEP, 2018a, 2018b) 
and the Technology and Economic Assessment panel (TEAP; 
UNEP, 2020b). The TEAP report suggests that China is the largest 
producer of HCFC-22, accounting for 61% of global production 
in 2018; India is the next largest, accounting for less than 10% 
(UNEP, 2020b). The HCFC-22 production amounts from China 
suggest the generation of 14 Gg yr–1 of HFC-23 by-product in 
2018 (UNEP, 2020a). 

Between 2006 and 2014, the amount of HFC-23 by-product 
abated before reaching the atmosphere was taken from CDM 
reports (Stanley et al., 2020). Since 2015, China has reported to 
the MLF increasing HFC-23 abatement at its HCFC-22 production 
facilities, reaching 45%, 93%, 98%, and 99.8% HFC-23 destruc-
tion in 2015, 2016, 2017 and 2018, respectively (UNEP, 2018a, 
2018b, 2020c). An executive order in India required HCFC-22 
producers to destroy all HFC-23 by-product from October 2016 
onward (MEFCC, 2016). 

These bottom-up considerations suggest an overall growth 
of HFC-23 by-product generation from non-Annex I countries 
between 1990 and 2019 (Figure 2-5, dashed red line), reflect-
ing an increase in global total HCFC-22 production. However, 
when abatement is considered, a substantial reduction in emis-
sions to the atmosphere is estimated during the CDM period 
(2006–2014) and from 2015 (Figure 2-5, top panel, solid red 
line). Updated global bottom-up emissions were 2.2 Gg yr–1 in 
2019. The previous Assessment (Montzka, Velders et al., 2018) 
presented substantially lower bottom-up HFC-23 emissions in 
2014 and 2015 (based on Simmonds et al., 2018) than is shown 
here. This disagreement is due to revisions in reported HCFC-22 
production and HFC-23 by-product weights that resulted from 
verification programs that occurred since the last Assessment 
(UNEP, 2018a, 2018b, 2020c). Furthermore, it was assumed in 
the estimates used in the previous Assessment that abatement in-
stalled during the CDM period would continue after the scheme 
closed, whereas the updated estimates rely only on reported 
abatement amounts. 

Up until 2013, global bottom-up emissions track (within ± 2 
Gg yr–1) the global emissions derived from atmospheric measure-
ments (Figure 2-5, top panel; Miller et al., 2010; Simmonds et 
al., 2018; Stanley et al., 2020). Similarly, up until 2013, the ratio of 
HFC-23 emissions to HCFC-22 production (E23/P22) derived from 
atmospheric data closely matched that derived from bottom-up 
estimates (Figure 2-5, bottom panel). As reported in Stanley et 
al. (2020), between 2013 and 2015, top-down emissions grew 
more slowly than expected based on HCFC-22 production data 
and the decline in abatement reported under the CDM, which 
had been operating since 2006. They proposed that this change 
can be explained by new emissions from newly installed, and at 
least partly unabated, HCFC-22 production capacity, combined 
with the switching off of some, but not all, abatement installed 
before or during the CDM period. Between 2015 and 2019, as 
reported abatement increased dramatically in China and India, 
bottom-up emissions and E23/P22 declined substantially (Figure 
2-5). However, emissions and E23/P22 derived from atmospheric 
data increased. By 2019, the difference between top-down and 
bottom-up emissions and E23/P22 was the largest since atmo-
spheric records began. Stanley et al. (2020) concluded that this 
discrepancy was most likely the result of the reported emissions 
abatement, primarily from China, not being fully realized, or 
substantial new unreported HCFC-22 production. Stanley et al. 
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(2020) estimated that only 27% of the reported global abatement 
capacity was achieved in 2018.

A small number of regional top-down studies have provided 
additional information on the spatial distribution of global HFC-
23 emissions. However, none of these studies can explain the 
discrepancy between bottom-up and top-down global emissions 
after 2016. Using aircraft data collected over India in June and July 
2016 (prior to the Indian government’s executive order to incin-
erate HFC-23 by-product from HCFC-22 production), Say et al. 
(2019) derived emissions of 1.2 Gg yr–1 for a region in the northern 
part of the country comprising 72% of the Indian population and 
four of five known HCFC-22 manufacturing plants. In China, Pu 
et al. (2020) carried out observations in the Yangtze River Delta 
region between 2012 and 2016. They estimated that their mea-
surements were sensitive to the Shanghai, Zhejiang, Jiangsu, 
and Anhui provinces, as well as to nine fluorine chemistry plants 
producing HCFC-22, comprising around 46% of national emis-
sions. Using a tracer ratio method, with carbon monoxide as the 
reference tracer, emissions of 2.4 ± 1.4 Gg yr–1 were derived for 
this region. Manning et al. (2021) derived United Kingdom (UK) 
emissions of HFC-23 that were not statistically different from zero 
for most years between 2008 and 2020. The derived emissions 
were broadly consistent with the UK National Inventory Report, 
which suggests very small emissions (<0.1 Gg yr–1).

2.2.1.3 HFC-32 (CH3F2), HFC-125 (CHF2CF3), 
HFC-143a (CH3CF3)

Current radiative forcing due to HFC-32, HFC-125, and HFC-
143a, which are primarily used as HCFC substitutes in refrigerants 
(Table 2-1), are the fifth, second, and fourth largest of the HFCs, 

respectively. They have lifetimes of 5.4, 30, and 51 years and 100-
year GWPs of 749, 3820, and 5900 (Annex). The abundances of 
all three compounds have increased in the background atmo-
sphere since the previous Assessment, with global surface mean 
mole fractions in 2020 of 23.4 ± 0.7 ppt for HFC-32, 32.7 ± 1.6 
ppt for HFC-125, and 25.6 ± 0.8 ppt for HFC-143a (AGAGE and 
NOAA mean; Figure 2-1 and Table 2-2). The increases between 
2016 and 2020 were 11.4 ± 0.8 ppt (94 ± 4%), 12.1 ± 1.9 ppt 
(59 ± 7%), and 6.4 ± 1.0 ppt (33 ± 4%), respectively. Except for 
HFC-143a, these increases are larger, in absolute terms, than the 
change between 2012 and 2016. However, they are smaller than 
the increases projected by Velders et al. (2015; second row of 
Figure 2-1), which was the basis for the baseline scenario for HFC 
projections in the previous Assessment. The radiative forcings in 
2020 due to these species were 3.0 ± 0.1 mW m–2 (HFC-32), 8.0 
± 0.4 mW m–2 (HFC-125), and 4.4 ± 0.1 mW m–2 (HFC-143a).

Global top-down emissions in 2020 were 66 ± 7 Gg yr –1 for 
HFC-32, 88 ± 6 Gg yr–1 for HFC-125, and 30 ± 2 Gg yr–1 for HFC-
143a (mean of AGAGE and NOAA inversions, Figure 2-2). The 
increases in their emissions between 2016 and 2020 were 28 ± 1 
Gg yr–1 (72 ± 2%), 22 ± 1 Gg yr–1 (34 ± 1%), and 0.6 ± 0.9 Gg yr–1 
(2 ± 3%), respectively. The year-to-year emissions growth rate de-
clined during this four-year period for all three compounds. HFC-
143a exhibited the most marked slowdown, with overall growth 
not significantly different from zero between 2016 and 2020. The 
2020 emissions of these substances were equivalent to 50 ± 5 Tg 
CO2-eq yr–1 (HFC-32), 335 ± 22 Tg CO2-eq yr–1 (HFC-125), and 
177 ± 11 Tg CO2-eq yr–1 (HFC-143a).

Since the previous Assessment, emissions reported to the 
UNFCCC have increased for HFC-32 and HFC-125 (reaching 21 

Figure 2-5. HFC-23 global emissions and HFC-
23/HCFC-22 production ratio (updated from 
Stanley et al., 2020). (top panel) Top-down 
emissions estimates derived from AGAGE data 
are shown in blue (1-sigma uncertainty shown 
in blue shading). The dashed red line shows the 
sum of emissions reported to the UNFCCC and 
a bottom-up estimate for non-Annex I countries 
based on HCFC-22 production reported to the 
Multilateral Fund (MLF) and an HFC-23 emissions 
factor. The solid red line shows the same but in-
cludes abatement of HCFC-22 production-related 
emissions. Abatement estimates are derived from 
reports under the UNFCCC Clean Development 
Mechanism, reports to the MLF of abatement after 
2015 by China and the assumed complete abate-
ment of HCFC-22 production emissions in India 
due to an executive order in 2016. Emissions re-
ported to the UNFCCC (2021) are shown in green. 
(lower panel) Total (solid black line) and feedstock 
(dashed black line) production of HCFC-22 (right-
hand axis). The blue line shows the ratio of top-
down HFC-23 emissions to HCFC-22 production 
(E23/P22). The solid and dashed red lines show 
the same, but for E23 derived from bottom-up 
methods either with (solid) or without (dashed) 
the reported abatement, respectively.Year
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Gg yr–1 and 32 Gg yr–1 in 2019, respectively), and have slightly fall-
en for HFC-143a (13 Gg yr–1 in 2019). The drop in reported emis-
sions for HFC-143a likely follows from a reduction in its use in the 
European Union (EU) ahead of its 2020 phaseout in favor of low-
er-GWP alternatives in commercial refrigeration (Velders, et al., 
2022; Section 2.4.1). The gap between these reports and global 
emissions derived from atmospheric observations has grown for 
all three species (Figures 2-6 to 2-8). For 2019, UNFCCC reports 
represented 34%, 38%, and 43% of global top-down emissions 
for HFC-32, HFC-125, and HFC-143a, respectively.

Updated top-down emissions have been derived for sev-
eral UNFCCC Annex I countries. These studies support the 
conclusions of the previous Assessment that the gap between 
reported and top-down emissions could not be explained by 
underreporting to the UNFCCC for countries that are monitored 
by atmospheric observations. Top-down estimated emissions of 
HFC-125 and HFC-143a in 2013 were smaller than, or consistent 
with, the reported emissions for central and western Europe and 
the eastern Mediterranean (Schoenenberger et al., 2018). For 
the UK, top-down emissions estimates were lower than invento-
ry-based estimates for HFC-125 and HFC-32 from the early 2000s 
to 2018 (Manning et al., 2021). For HFC-143a, the top-down 
values were similar to the UNFCCC reported emissions between 
2010 and 2016, but in the subsequent years, top-down values 
rose above inventory estimates. For all three gases, UK emissions 
were estimated to be less than 2% of the global total derived from 
AGAGE and NOAA observations. Similarly, top-down emissions 
for Australia were estimated to be less than 2% of global emis-
sions for each of these gases between the early 2000s and 2016 
(Dunse et al., 2018). Substantial over-reporting of HFC-125 was 
found in the Australian inventory (top-down values around 50% 
lower) and underreporting for HFC-32 and HFC-143a (top-down 
estimates two to three times higher). 

Among non-Annex I countries that do not regularly report 
to the UNFCCC, top-down or bottom-up studies have been con-
ducted in China, India, and South Africa. These studies suggest 
that some, but not all, of the gap between the global top-down 
estimates and UNFCCC reports can be explained by emissions 
from these countries (Figures 2-6 to 2-8). In China, growing 
top-down emissions of HFC-32, HFC-125, and HFC-143a were 
derived for 2011 to 2017, reaching 11.3 (10.5–12.0) Gg yr–1, 10.8 
(9.7–11.9) Gg yr–1, and 3.1 (2.6–3.6) Gg yr–1, respectively, at the 
end of the study period (Yao et al., 2019). These emissions could 
explain around 20 –40% of the difference between UNFCCC re-
ports and the global top-down estimates for these gases. Similar 
to HFC-134a, the top-down estimates for HFC-125 and HFC-143a 
emissions from China of Yao et al. (2019) mostly fall between in-
ventory-based estimates of Li et al. (2019) and Fang et al. (2018), 
while the HFC-32 emissions estimates are slightly lower in recent 
years. Based on a spatially and temporally sparse aircraft dataset 
collected during the summer of 2016, Say et al. (2019) estimat-
ed Indian emissions of 6.4 (5.2–7.8) Gg yr–1 for HFC-125 and 0.8 
(0.4–1.2) Gg yr–1 for HFC-143a. These emissions could account 
for around 5–17% of the global difference between top-down 
estimates and UNFCCC reports for these two species. For HFC-
32, Say et al. (2019) derived Indian emissions that were only ~2% 
of the gap. Using measurements from Cape Point, Kuyper et al. 
(2019) estimated small emissions of HFC-125 from South Africa 
(~1% of global emissions, after extrapolation of emissions derived 
in the vicinity of Cape Point to the whole country based on pop-
ulation density).

2.2.1.4 HFC-152a (CH3CHF2)
HFC-152a is the seventh-largest contributor to radiative 

forcing of the HFCs. Compared to the other major HFCs, it has 
a relatively short atmospheric lifetime of 1.6 years and a low 
GWP (relative to other HFCs) of 153 over a 100-year time horizon 
(Annex). This species is mainly used as a propellant for specialized 
industrial aerosols, as a blowing agent component for extruded 
polystyrene foams, and recently as a replacement for HFC-134a in 
some automobile air-conditioning systems (Table 2-1). 

As reported in the previous Assessment (Montzka, Velders 
et al., 2018), the growth of HFC-152a in the background atmo-
sphere slowed substantially between 2012 and 2016 compared 
to the preceding decade. This trend has continued, with HFC-
152a exhibiting a relatively small increase of 0.33 ± 0.29 ppt (5 
± 4%) between 2016 and 2020, reaching 7.1 ± 0.2 ppt in 2020 
(mean of AGAGE and NOAA data; Figure 2-1 and Table 2-2). 
This slowdown contrasts with the projected continuing growth 
during this period in Velders et al. (2015). The radiative forcing of 
climate due to HFC-152a was 0.9 ± 0.03 mW m–2 in 2020. 

Global emissions of HFC-152a derived from observations 
in the background atmosphere did not change significantly 
between 2016 and 2020. They were 51 ± 8 Gg yr–1 in 2020, a 
change of –0.7 ± 0.9 Gg yr–1 (–1 ± 2%) relative to 2016 (AGAGE 
and NOAA mean; Figure 2-2). Although HFC-152a has the 
fourth-largest mass emissions of the HFCs because of its relatively 
short lifetime and lower (relative to other HFCs) GWP, the CO2-
equivalent emissions of HFC-152a were only the ninth largest in 
2020, at 8 ± 1 Tg CO2-eq yr–1.

Emissions of HFC-152a reported to the UNFCCC have in-
creased slightly since those reported in the previous Assessment 
(8.6 Gg yr–1 in 2019 compared to 7.3 Gg yr–1 in 2015; Figure 
2-2), but the substantial discrepancy between top-down and 
reported emissions remains, at 46 Gg yr–1 in 2019. The UNFCCC 
reports accounted for 16% of the global top-down values in that 
year. As noted in the previous Assessment, much of this differ-
ence could be attributed to the USA not reporting HFC-152a 
emissions explicitly but instead aggregating them with several 
other compounds (including HFC-227ea, HFC-245fa, and HFC-
43-10mee). Regional top-down studies confirmed that substantial 
emissions (~10–30 Gg yr–1) originated from the USA around the 
period 2004–2012 (Stohl et al., 2009; Miller et al., 2012; Barletta 
et al., 2011; Lunt et al., 2015; Simmonds et al., 2016). 

Recent top-down studies in Europe, the eastern 
Mediterranean, and Australia have confirmed that these regions 
are relatively small contributors to global total HFC-152a emis-
sions. Emissions for western and central Europe and the eastern 
Mediterranean were inferred to be 2.8 (2.3–3.3) Gg yr–1 in 2013 
(Schoenenberger et al., 2018), accounting for around 5% of glob-
al emissions. For Annex I countries in the domain, emissions were 
consistent with, or lower than, those reported to the UNFCCC. 
Emissions of less than 0.1 Gg yr–1 (or around 0.1% of global emis-
sions) were inferred for Australia between 2003 and 2016 (Dunse 
et al., 2018).

Regional inverse estimates from the non-Annex I countries 
China and India suggest that emissions from these regions do not 
contribute substantially to the difference between the top-down 
global total and the global UNFCCC reports. Yao et al. (2019) 
made a top-down estimate of HFC-152a emissions in China, 
and these were generally consistent with top-down estimates 
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presented in the previous Assessment (Montzka, Velders et al., 
2018). Both were substantially lower than the emissions from the 
bottom-up studies of Fang et al. (2016, 2018) (Figure 2-4). Top-
down Chinese HFC-152a emissions were found to be relatively 
stable at ~5 Gg yr–1 (~10% of global emissions) during the 2011–
2017 period (Yao et al., 2019). Based on measurements from an 
aircraft campaign in June and July 2016, Say et al. (2019) estimate 
that HFC-152a emissions from India were 1.2 (0.9–1.4) Gg yr–1, 
contributing around 2% to global emissions.

2.2.1.5 HFC-245fa (CHF2CH2CF3), HFC-365mfc 
(CH3CF2CH2CF3), HFC-227ea (CF3CHFCF3), 
HFC-236fa (CF3CH2CF3)

HFC-245fa, HFC-365mfc, HFC-227ea, and HFC-236fa are 
present in the atmosphere at lower abundances than the above 
species (<5 ppt in 2020). Correspondingly, they have relatively 
small radiative forcings, making between the 6th and 11th most 
important contributions to overall HFC radiative forcing. Their 
lifetimes span a wide range, from 7.9 (HFC-245fa) to 213 years 
(HFC-236fa), and 100-year GWPs range from 969 (HFC-365mfc) 
to 9120 (HFC-236fa) (Annex). HFC-245fa and HFC-365mfc are 
used primarily as blowing agents replacing HCFC-141b and oth-
ers in the production of foam products (Table 2-1). HFC-227ea 
is used as a fire suppressant, primarily replacing halon-1211 in 
streaming applications and halon-1301 in total flooding situa-
tions. HFC-227ea is also used with HFC-134a as a propellant in 
metered dose inhalers and, with HFC-365mfc, in foam blowing 
to reduce flammability. HFC-236fa is used in niche refrigeration 
applications.

The abundances of all four compounds have grown since 
the previous Assessment, reaching 3.2 ± 0.3 ppt (HFC-245fa; 
AGAGE data), 1.1 ± 0.2 ppt (HFC-365mfc; AGAGE and NOAA), 
1.8 ± 0.1 ppt (HFC-227ea; AGAGE and NOAA) and 0.20 ± 0.04 
ppt (HFC-236fa; AGAGE) in 2020 (Figure 2-1 and Table 2-2). 
The growth of HFC-245fa, HFC-227ea, and HFC-236fa is roughly 
consistent with the projections of Velders et al. (2015), but the 

projected growth of HFC-365mfc was higher than has been ob-
served. Together, these species contributed 1.6 mW m–2 to radia-
tive forcing of climate in 2020.

Global emissions derived from atmospheric observations in 
the background atmosphere have increased since the previous 
Assessment for HFC-245fa, HFC-227ea, and HFC-236fa, while 
those of HFC-365mfc may have decreased slightly. Emissions in 
2020 were 13.7 ± 2.3 Gg yr–1 (HFC-245fa; AGAGE), 6.1 ± 0.6 Gg 
yr–1 (HFC-227ea; AGAGE and NOAA), 3.9 ± 0.9 Gg yr–1 (HFC-
365mfc; AGAGE and NOAA), and 0.39 ± 0.09 Gg yr–1 (HFC-
236fa; AGAGE). The sum of the 2020 emissions of these four 
compounds was equivalent to approximately 42 Tg CO2-eq yr–1.

Emissions reported to the UNFCCC represented only a 
fraction of the global top-down estimates for each of these com-
pounds. For HFC-245fa, HFC-227ea, HFC-365mfc, and HFC-
236fa, Annex I reports represented 27%, 23%, 51%, and 37% of 
their global top-down total, respectively. However, as noted in 
the previous Assessment, much of this discrepancy likely stems 
from the fact that many countries report these species aggregat-
ed with others as an “unspecified mix” without sufficient informa-
tion to disaggregate the mix.

Regional estimates of emissions from China, the UK, and 
Australia have become available since the last Assessment 
(Montzka, Velders et al., 2018). For China, top-down estimates 
were about 10 –40% of the global total for these HFCs in 2017 
(Yao et al., 2019; Figure 2-4). For HFC-245fa, the top-down val-
ues were substantially higher than the bottom-up estimates of Li 
et al. (2019) and Fang et al. (2018). For HFC-227ea, the top-down 
values were between the two bottom-up studies, and for HFC-
236fa, they were similar to the bottom-up estimates of Li et al. 
(2019). (Fang et al., 2018, estimated zero emissions of HFC-236fa 
until the end of the study period in 2014.) Top-down Australian 
emissions estimates account for less than 2% of the global total in 
2016 for all four compounds (Dunse et al., 2018). Similarly, top-
down UK emissions estimates of HFC-227ea were around 1% of 
the global top-down value in 2018 (Manning et al., 2021). The UK 
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top-down emissions were around half of those reported by the UK 
to the UNFCCC. 

2.2.1.6 HFC-43-10mee (CF3CHFCHFCF2CF3)
HFC-43-10mee is the 10th-largest contributor to HFC radi-

ative forcing, with a lifetime of 17 years and a 100-year GWP of 
1610. It is used as a solvent in electronics and precision cleaning, 
replacing CFC-113 and methyl chloroform (Table 2-1). Its abun-
dance in the atmosphere continues to increase, growing by 0.03 
± 0.03 ppt (13 ± 12%) between 2016 and 2020 and reaching 
0.30 ± 0.02 ppt in 2020 (AGAGE data, Table 2-2 and Figure 
2-1). The radiative forcing due to HFC-43-10mee in 2020 was 0.11 
± 0.01 mW m–2. Emissions derived from observed concentrations 
at remote AGAGE stations have not changed significantly since 
2016 and were 1.2 ± 0.3 Gg yr–1 in 2020 (Figure 2-2), about 80 
times higher than the most recent bottom-up UNFCCC reports. 
The 2020 emissions were equivalent to 1.9 ± 0.5 Tg CO2-eq yr–1.

2.2.2 Summed Radiative Forcing and CO2-eq 
Emissions for HFCs

The summed radiative forcing due to the HFCs has in-
creased by around one-third (11.0 ± 0.7 mW m–2) since the pre-
vious Assessment, reaching 44.1 ± 0.6 mW m–2 in 2020 (Figure 
2-9; AGAGE data). HFC-134a accounts for around 44% of this 
total, with the next-largest contributions coming from HFC-125 
(18%), HFC-23 (15%), and HFC-143a (10%). Since the previous 
Assessment, radiative forcing due to HFC-125 has overtaken that 
of HFC-23. The radiative forcing due to the HFCs was around 13% 
that of the ODSs in 2020 (Chapter 1) and approximately 2% of that 
of CO2 (https://gml.noaa.gov/aggi/aggi.html).

Total CO2-eq emissions due to the HFCs were 1.22 ± 0.05 
Pg CO2-eq yr–1 in 2020, 19% higher than in 2016 (Figure 2-10). 
Of this total, HFC-134a was responsible for approximately 30%, 
HFC-125 for 28%, HFC-23 for 20%, and HFC-143a for 15%. The 
remaining species contributed less than 5% each. Chapter 2 of 
the last Assessment (Montzka, Velders et al., 2018) noted that 

GWP-weighted emissions from HFCs, HCFCs, and CFCs were 
similar in 2016. In 2020, because of the continuing decline in CFC 
and HCFC emissions and the growth of HFCs, CO2-equivalent 
total emissions due to HFCs were 60–70% higher than those of 
CFCs or HCFCs (see Chapter 1).

2.2.3 Aggregate Emissions of HFCs 
Reported to the UNFCCC and Contributions 
from Non-reporting Countries

In the above subsections, the gap between top-down emis-
sions and those reported to the UNFCCC is described for each 
species. For all the HFCs for which UNFCCC reports are available, 
this gap has grown since the previous Assessment (except for 
HFC-365mfc, for which the gap slightly declined). When consid-
ered in aggregate CO2-eq emissions, the 2019 UNFCCC reports 
explain 31% (including HFC-23) or 37% (excluding HFC-23) of the 
top-down global total, down from 38% or 45% in 2015, respec-
tively (Figure 2-11).

The cause of the gap between UNFCCC reports and global 
top-down emissions estimates is not well understood. The gap is 
likely dominated by emissions from non-Annex I countries, which 
are not required to report emissions to the UNFCCC. As also de-
scribed in the previous Assessment and above, regional inverse 
modeling studies have not found evidence of underreporting 
of aggregate HFC emissions from Europe, the USA, or Australia 
(e.g., Lunt et al., 2015; Hu et al., 2017; Schoenenberger et al., 
2019; Manning et al., 2021; Dunse et al., 2018). The measure-
ment network used to infer top-down emissions is not sensitive 
to all reporting countries, but because the USA and Europe ac-
counted for approximately three-quarters of total reported Annex 
I emissions in 2019, it is unlikely that underreporting in the re-
maining Annex I countries can account for a substantial fraction of 
the overall emissions gap. For non-Annex I countries, top-down 
emissions by Yao et al. (2019) suggest that, excluding HFC-23, 
around 21% of the 2017 gap (and 25% of the 2016 gap) could 
be explained by emissions from China (Figure 2-11). Top-down 
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emissions from India (Say et al., 2019) suggest that around 9% 
of the 2016 gap (both excluding or including HFC-23) could be 
explained by emissions from India, although there may be large 
uncertainty in this estimate, as it is based on a single aircraft sam-
pling campaign that took place over a limited time period (ap-
proximately two months) and did not sample air representative 
of emissions from the entire country. Total emissions from South 
Africa in 2017, for HFC-125 and HFC-152a only, contribute less 
than 1% of the gap (Kuyper et al., 2019). For 2016, the year with 
emissions estimates for both China and India, the origin of around 
40% of global CO2-equivalent HFC emissions remained unac-
counted for by UNFCCC reporting and atmospheric measure-
ment-based regional emissions estimates (excluding HFC-23, 
for which top-down estimates are not available for China). These 
emissions likely originate primarily from non-Annex I countries 
where a lack of inventory reporting and sparse or non-existent 
atmospheric sampling preclude the robust quantification of re-
gional emissions.

2.2.4 Next-Generation Substitutes
Unsaturated HFCs, known as hydrofluoroolefins (HFOs), 

have been increasingly used as lower-GWP alternatives to satu-
rated HFCs or in blends with high-GWP HFCs. Although these 
compounds have GWPs similar to that of CO2 (Annex), their atmo-
spheric lifetimes are on the order of days (Annex), much shorter 
than saturated HFCs. These species are not subject to the controls 
of the Kigali Amendment to the Montreal Protocol. 

To the best of our knowledge, there are no comprehensive 
global datasets on the production and consumption of HFOs. 
However, some atmospheric observations indicate growing 
regional emissions. Vollmer et al. (2015) reported atmospheric 
measurements of HFO-1234yf and HFO-1234ze(E) at an urban 
(Dubendorf) and a remote (Jungfraujoch) site in Switzerland. 
They also reported on measurements of the unsaturated HCFC 

(hydrochlorofluoroolefin) HCFO-1233zd(E) (see Chapter 1). 
Here, the Jungfraujoch measurements are updated through 2020 
(Figure 2-12). The measurements show that the background 
atmospheric abundances of both compounds in central Europe 
have continued to grow, from less than 0.01 ppt before 2016 to 
annual median levels of 0.10 and 0.14 ppt for HFO-1234yf and 
HFO-1234ze(E), respectively, in 2020.

2.3 ATMOSPHERIC CHEMISTRY OF HFCs

2.3.1 Update on Kinetics and Lifetimes
HFCs are removed from the atmosphere primarily by reac-

tion with the hydroxyl radical (OH) in the troposphere. Reaction 
with electronically excited atomic oxygen (O(1D)) and OH in 
the stratosphere also contributes to the loss of long-lived HFCs 
and impacts their lifetimes slightly. Other loss processes include 
photolysis at the Lyman-α wavelength (mainly 121.6 nm) and 
dissolution into the ocean. The photochemical degradation at 
the Lyman-α wavelength is applicable to extremely long-lived 
species that can reach the mesosphere, and the oceanic loss is 
applicable only to a few soluble species, such as HFC-134a, HFC-
125, and HFC-23 (Yvon-Lewis and Butler, 2002). Both processes 
have negligible impacts on total atmospheric lifetime of HFCs and 
therefore are not considered in the lifetime calculation. A com-
prehensive list of atmospheric lifetimes of HFCs, as well as HFOs, 
can be found in the Annex. The best-estimate lifetimes for major 
HFCs remain unchanged since the last Assessment.

2.3.2 Chemical Reactions and Impact on 
Atmospheric Composition

Following OH-initiated destruction of HFCs and HFOs in 
the atmosphere, carbon dioxide (CO2) and hydrogen fluoride 
(HF) are the major stable breakdown products. Some of these 
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fluorocarbons also produce trifluoroacetic acid (TFA; CF3COOH), 
trifluoroacetaldehyde (CF3CHO), and, potentially, HFC-23 as 
products.

2.3.2.1 Trifluoroacetic Acid (TFA, CF3COOH) 
Formation 

Some HFCs, as well HCFCs, HFOs, and HCFOs, degrade 
in the atmosphere to produce TFA. TFA abundance and its 
environmental impacts have been assessed in many previous 
Assessments (e.g., Montzka, Reimann et al., 2011; Montzka, 
Velders et al., 2018; Carpenter, Daniel et al., 2018). Previous 
Assessments concluded that the environmental effects of TFA due 
to the breakdown of HCFCs and HFCs are too small to be a risk to 
the environment over the next few decades based on the project-
ed future use of hydrocarbons, HCFCs, and HFOs. However, they 
also recommended that environmental effects of TFA produced 
from these gases be reevaluated regularly because their emis-
sions are increasing and sources and sinks of TFA are uncertain 
(Montzka, Reimann et al., 2011; Montzka, Velders et al., 2018; 
Carpenter, Daniel et al., 2018). 

HFOs that have atmospheric lifetimes on the order of days 
are used as lower-GWP alternatives to the long-lived HFCs (life-
time >1 year, see Annex). In particular, HFO-1234yf has been 
increasingly used as an HFC-134a replacement refrigerant in 
mobile air conditioners (MAC). If the same amount of short-lived 
HFOs were used as replacement for the long-lived HFCs, their 
atmospheric breakdown would occur at a much faster rate and 
at locations much closer to where they were emitted. As a result, 
the deposition of TFA formed from degradation of these com-
pounds would be much larger over a shorter time frame and be-
come more localized. In this section, we assess the impact of this 
transition from HCFCs and long-lived HFCs to short-lived HFOs 
and focus on the HFC-134a to HFO-1234yf transition and how this 
affects TFA abundance. Projected future global production of TFA 
and its deposition rate related to projected HFC-134a and HFO-
1234yf emissions for 2020 – 2100 are presented in Chapter 7.   

TFA is highly soluble and is scavenged from the atmosphere 
via rain, fog, and snow, as well as dry deposition. Some fraction 
of the TFA dissolved in cloud water can partition back into the 
gas phase when the cloud water evaporates. More than 90% of 
TFA is physically removed from the atmosphere via wet and dry 
deposition (about 80% via wet deposition and 10% via dry depo-
sition; Holland et al., 2021), with an estimated global mean depo-
sition lifetime of about 5–10 days (Hurley et al., 2004; Holland et 
al., 2021). TFA is also chemically destroyed in the atmosphere 
by OH. This is estimated to be a minor loss channel (about 6%; 
Holland et al., 2021), with a global mean partial lifetime against 
OH of ~4 months (Chiappero et al., 2006).  Criegee intermediate 
chemistry, under which ozone reacts with biogenic emissions of 
alkenes (Chhantyal-Pun et al., 2017), is a minor contribution to 
overall global TFA loss (<1%) but is important near the surface in 
the forested regions where biogenic emissions are high (Holland 
et al., 2021). Once in contact with soil or surface water, TFA reacts 
with minerals to form salt. TFA in salt form is extremely stable and 
persistent in the hydrosphere, with a hydrospheric half-life of cen-
turies or greater (Solomon et al., 2016), so it accumulates in lakes 
and the ocean. 

TFA is present ubiquitously in the hydrosphere in small con-
centrations. In surface freshwater, TFA levels are typically 10 –300 

ng L–1 (Carpenter, Daniel et al., 2018). TFA in freshwater is most 
likely a result of industrialization, as no detectable level (<2–5 ng 
L–1) of TFA was found in very old groundwater or in preindustrial 
freshwater samples (Berg et al., 2000; Nielsen et al., 2001). This 
is consistent with the findings from ice core samples (Pickard et 
al., 2020), where deposition of TFA to the Arctic environment 
was essentially absent until the 1970s and increased substantially 
after the onset of HFC-134a production and emissions. New rain-
water TFA concentration measurements have been reported for 
Germany (Freeling et al., 2020). During a nationwide 12-month 
field monitoring campaign in Germany, the mean TFA concentra-
tion was 703 ng L–1 in 1187 collected and analysed precipitation 
samples (Freeling et al., 2020). TFA enters the environment di-
rectly and indirectly through industrial uses. It is manufactured as 
an industrial chemical and is widely used. It can also be formed 
during the breakdown of many ODSs and ODS substitutes that 
contain a CF3 group (Solomon et al., 2016). Molar yields of TFA 
are estimated to be 100% for HFC-1234yf (Burkholder et al., 
2015; Lindley et al., 2019) and HCFC-124 (Burkholder et al., 
2015), 7–20% for HFC-134a (Wallington et al., 1994), and 60% 
for HCFC-133a (Burkholder et al., 2015). TFA is also formed from 
CF3CHO, another degradation product of some HFCs, HFOs, and 
HCFOs (Chiappero et al., 2006). Formation of TFA from CF3CHO 
can also occur in the aqueous phase. Research shows that about 
20 –33% of CF3CHO will enter the water phase and is quickly 
hydrated (Rayne and Forest, 2016). A recent study suggests that 
after remobilization into the gas phase, hydrated aldehydes in 
cloud droplets can be converted to organic acids by reaction with 
OH radicals (Franco et al., 2021). This mechanism can potentially 
convert hydrated CF3CHO to form TFA. For the time being, no 
global modeling study is available that fully accounts for all pro-
cesses in the contribution of CF3CHO to TFA formation.  

TFA is present in the ocean even at great depths and in re-
mote locations (Frank et al., 2002; Solomon et al., 2016; UNEP 
2014). The reported consistent concentration of TFA at around 
200 ng L–1 regardless of location or depth, down to the deepest 
parts of ocean (Frank et al., 2002), suggests small but ubiqui-
tous natural sources in seawater. In contrast, Scott et al. (2005) 
found parts of the oceans that contained very little TFA, less than 
10 ng L–1. However, it is unclear how representative these mea-
surements are for the global abundance of TFA in seawater. A 
comprehensive review of published TFA measurements in prein-
dustrial and other environmental examples pointed out that there 
were limited analytical details and uncertainties in these earlier 
measurements (Joudan et al., 2021). As more sources of TFA are 
being identified and new plausible mechanisms are proposed 
that can potentially transport TFA into the deep ocean on decadal 
timescales or faster, the presence of TFA in the deep ocean may 
not provide sufficient evidence that TFA occurs naturally (Joudan 
et al., 2021). 

Since the previous Assessment, there have been new global 
3-D chemical transport modeling studies to assess TFA formation 
in hypothetical scenarios in which refrigerants in all MACs in exis-
tence today were assumed to contain solely HFO-1234yf. These 
studies estimated TFA formation and deposition in the USA, 
Europe, China, India, and the Middle East (Wang et al., 2018; 
David et al., 2021). In these studies, the global total deposition 
of TFA produced from HFO-1234yf degradation was estimated to 
be approximately 60 Gg yr–1. The model-simulated annual total 
TFA deposition rates were 7.5 Gg yr–1 in the USA (Wang et al., 



Chapter 2

138

2018), 5.9 Gg yr–1 in the EU (Wang et al., 2018), 19–24 Gg yr–1 

in China (Wang et al., 2018; David et al., 2021), 12–21 Gg yr–1 in 
India (David et al., 2021), and 10 –19 Gg yr–1 in the Middle East 
(David et al., 2021). The simulated TFA rainwater concentrations 
show large variation, but the regional mean concentrations were 
below the “no observable effect” concentration for most of the 
areas around the globe, suggesting that the environmental im-
pacts are insignificant (David et al., 2021). In some parts of North 
Africa and the Middle East where precipitation is scarce, simulat-
ed TFA rainwater concentrations exceeded the no-effect level for 
the most sensitive algae (1.2 x 105 ng L–1) (Solomon et al., 2016; 
Wang et al., 2018). However, this finding is based on a single 
model study, and there are large uncertainties in model-calcu-
lated precipitation amounts and TFA rainwater concentrations in 
regions with very low precipitation. 

In Chapter 6 of the last Assessment (Carpenter, Daniel et al., 
2018), HFC-134a was estimated to make the largest contribution 
of the HCFCs and HFCs to TFA formation globally. Atmospheric 
measurements in central Europe show that the mean background 
molar fraction of HFC-1234yf at Jungfraujoch has increased from 
<1 parts per quadrillion (ppq) in 2014 (Vollmer et al., 2015) to 
about 0.10 ± 0.07 ppt in 2020 (Figure 2-12, updated from 
Vollmer et al., 2015). With an abundance of about 0.10 ± 0.07 
ppt, an atmospheric lifetime of 14 days, and 100% TFA molar 
yield, the breakdown of HFC-1234yf is estimated to form a com-
parable, or possibly larger, amount of TFA near Jungfraujoch than 
from the breakdown of HFC-134a (mean background abundance 
of 120.7 ± 2.9 ppt at Jungfraujoch in 2020, lifetime of 14 years, 

7–20% TFA molar yield). Like HFC-1234yf, the atmospheric an-
nual mean background concentrations of HFO-1234ze(E) and 
HCFO-1233zd(E) at Jungfraujoch have increased rapidly in the 
recent years to around 0.1 ppt in 2020 (Section 2.2.4 and Section 
1.3.1.1). If their atmospheric levels continue to grow in the coming 
years, their contributions to TFA formation need to be consid-
ered in the atmospheric TFA budget estimate. Due to the limited 
representativeness of Jungfraujoch measurements and the large 
spatial variability and uncertainties related to short-lived HFOs 
and their atmospheric chemical loss, it is difficult to assess the 
contribution of HFC-1234yf, and similarly HFO-1234ze(E) and 
HCFO-1233zd(E), to TFA formation on a global scale. Currently, 
the measured and model-simulated concentrations of TFA from 
the use of HFOs, HFCs, HCFCs, and HCFOs for present-day con-
ditions in general remain significantly below known toxicity limits, 
but continued work is needed as updates to science are made, 
particularly for the regions that could be vulnerable to adverse 
impacts in future.

The transition from use of HFCs to HFOs will lead to more TFA 
and less HF formation. Both are substances considered potential 
contributors to acidification. Lindley et al. (2019) compared the 
acidification potential of HFCs, HFOs and HCFOs emissions in the 
EU and concluded that the relative acidification potential of these 
compounds is very similar and that these compounds contribute 
less than 0.5% of the main acidification air pollutants—sulfur diox-
ide (SO2), nitrogen oxides (NOx) and ammonia (NH3)—resulting 
in an insignificant contribution to acidification both presently and 
up to at least 2030.  

Figure 2-12. Measurements of HFO-1234yf and HFO-1234ze(E) at Jungfraujoch. Points show daily averages of data collected 
approximately every two hours. Boxes indicate the 25th and 75th percentiles of the two-hourly data within each year, and the 
whiskers show the 5th and 95th percentiles. The median is indicated by the thick gray line inside each box. [Updated from Vollmer 
et al., 2015.]
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2.3.2.2 Trifluoroacetaldehyde (CF3CHO) 
Formation and Impact

CF3CHO is a minor degradation product of some fluorinated 
compounds and is linked to TFA chemistry (see above). CF3CHO 
is primarily formed in the atmosphere during the degradation of 
HFC-143a, HFO-1234ze(E), and HCFO-1233zd(E), with a 100% 
CF3CHO molar yield from each compound (Sulbaek Andersen et 
al., 2018; Burkholder et al., 2015). Photolysis of CF3CHO can po-
tentially form HFC-23 in the atmosphere (Chiappero et al., 2006; 
Burkholder, et al., 2015), although the significance of HFC-23 for-
mation via this mechanism is not well quantified at present. 

CF3CHO is primarily removed from the atmosphere via pho-
tolysis, with a photolysis lifetime of a few days (Chiappero et al., 
2006). Loss of CF3CHO can also occur through reaction with OH 
radicals, with an OH partial lifetime of ~24 days (Scollard et al., 
1993; Sellevåg et al., 2004). It has an additional minor loss mecha-
nism by reacting with Cl radicals (Scollard et al., 1993; Burkholder, 
et al., 2015). CF3CHO photolysis can proceed via three pathways 
at solar radiation wavelengths >290 nm (Chiappero et al., 2006; 
Burkholder, et al., 2015):

 CF3CHO + hv     →     CF3 + HCO    (pathway 1)
                                   →     CHF3 + CO    (pathway 2)
                                   →     CF3CO + H    (pathway 3)

 Chiappero et al. (2006) reported a CF3CHO total quantum 
yield of 0.17 ± 0.03 for pathway 1. The quantum yield of a photo-
chemical reaction describes the number of molecules undergoing 
a photochemical event per absorbed photon. The quantum yield 
for pathway 2 is <0.02 at 308 nm, suggesting this is a negligible 
HFC-23 source (Chiappero et al., 2006). Updated photolysis ex-
periments also found no detectable (<0.3%) production of CHF3 
during the photolysis of CF3CHO under conditions representative 
of the troposphere (ambient pressures of air, N2, or O2 and with 
wavelengths ranging from 400 nm to 290 –300 nm; Sulbaek 
Anderson and Nielsen, 2022). 

Measurements at central European stations show an atmo-
spheric mean background molar fraction of ~0.20 ppt for HFO-
1234ze(E) and ~0.18 ppt for HCFO-1233zd(E) (update from 
Vollmer et al., 2015). Since HFO-1234ze(E) and HCFO-1233zd(E), 
like the long-lived HFCs, are predominantly destroyed by OH ox-
idation in the troposphere, with background concentrations of 
~0.2 ppt (lower in more remote regions) and assuming a <0.3% 
CHF3 formation rate during CF3CHO photolysis, their contribu-
tion to HFC-23 formation in the atmosphere is negligible. With 
a global concentration of 25.8 ppt and a lifetime of 51 years, the 
contribution of HFC-143a to CF3CHO and subsequent HFC-23 
formation is also negligible. 

2.3.2.3 Impact on Tropospheric Ozone
The atmospheric degradation of HFCs can contribute to 

tropospheric ozone formation, but their photochemical ozone 
creation potentials are very small (Montzka, Velders et al., 2018). 
There are no updates since the previous Assessment, and the im-
pact of HFCs on tropospheric ozone formation are still estimated 
to be negligible. A recent modeling analysis by Sulbaek Andersen 
et al. (2018) assessed the impact on ozone formation of com-
mercially relevant ODSs and HFCs replacing HFOs and HCFOs, 

2 R404A is a blend, by mass, of 44% HFC-125, 52% HFC-143a, and 4% HFC-134a. Using the GWPs in the Kigali Amendment, it has a GWP of 3921.6.

including HCFO-1233zd, and concluded that they too will have 
a small impact.

2.4 POTENTIAL FUTURE CHANGES

In Chapter 2 of the previous Assessment (Montzka, Velders 
et al., 2018), scenarios were presented with projections of HFC 
consumption, emissions, and radiative forcing through 2050. 
These consisted of scenarios without national or international 
regulations on the use of HFCs (from Velders et al., 2015, and 
termed “baseline” scenarios in the previous Assessment) and sce-
narios with a phasedown of HFC production and consumption ac-
cording to the 2016 Kigali Amendment to the Montreal Protocol 
(Montzka, Velders et al., 2018). In Section 2.4.1 these scenarios 
are compared with emissions inferred from HFC observations 
through 2020. In Section 2.4.2, an updated Kigali Amendment 
scenario is presented based on updated consumption data, on 
updated emissions inferred from observations, on national poli-
cies in place in the EU, USA, and Japan, and on the phasedown 
schedule of the 2016 Kigali Amendment. Also presented are ze-
ro-production and zero-emissions scenarios, used to illustrate the 
hypothetical limit of the effects of further global policy options. 

2.4.1 Comparison of WMO (2018) Scenarios 
with Inferred Emissions

The scenarios presented in Chapter 2 of the previous 
Assessment (Montzka, Velders et al., 2018) were based on HFC 
emissions and activity data reported to the UNFCCC up to 2011, 
HCFC consumption data reported to UNEP up to 2013, observa-
tions of HFC mixing ratios up to 2013, assumptions about growth 
in demand for HFCs, and assumptions on how much of this de-
mand would be met by HFCs or not-in-kind alternatives (Velders 
et al., 2015). In Figure 2-13, the global CO2-eq emissions from 
the 2018 scenario without control measures are compared with 
emissions inferred from measured global HFC concentration 
trends from the AGAGE and NOAA networks from 2010 to 2020. 
In contrast to Section 2.2, in this section, top-down global annual 
emissions were calculated using a 1-box atmospheric model, as 
in Velders et al. (2015), rather than the 12-box model. Because 
this model estimates annual emissions from the difference in mole 
fraction between subsequent Januarys, estimates are provided 
through 2019, rather than 2020. The global total HFC CO2-eq 
emissions projected in the 2018 scenario without control mea-
sures exceed those derived from atmospheric observations by 
about 20% for the 2017–2019 period (Figure 2-13). 

The smaller inferred emissions, compared to the 2018 scenar-
io with no control measures, result largely from lower emissions of 
HFC-125 and HFC-143a (Figure 2-14). Top-down emissions are 
lower than those in the 2018 scenario without control measures 
for HFC-32, HFC-125, and HFC-143a: HFC-32 is 19% below the 
scenario averaged over 2017–2019; HFC-125, 25% below; and 
HFC-143a, about 40% below. The global top-down emissions of 
HFC-143a slowly increased up to 2015 and then were approxi-
mately constant from 2016 to 2019. HFC-143a is used mainly 
in the blend R-404A2 in industrial and commercial refrigeration 
(ICR) applications. In the scenario without control measures, it 
was assumed that global consumption would increase follow-
ing the growing demand for refrigeration applications, mainly in 
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developing countries, and the phaseout of HCFC-22 following 
the Montreal Protocol provisions. The fact that the global emis-
sions of HFC-143a are significantly below the scenario and were 
approximately constant from 2016 to 2019 indicates that during 
the ongoing phaseout of HCFC-22, the ICR sector turned away 
from HFC-143a and employed non-HFC alternatives or switched 
to lower-GWP blends in larger amounts. 

According to data reported to the UNFCCC (2021), the EU 
and USA have the largest reported use of HFC-143a of all Annex 
I countries (Velders et al., 2022). The use in the EU decreased by 
about 60% in 2017 compared to 2010. This decrease preceded 
the prohibition on the use of HFCs with a GWP larger than 2500 
for commercial refrigeration applications, which is in effect from 
2020 (EU, 2014). This is in line with a finding from TEAP (2019) 
that in Europe, R-404A has already been replaced by an HFC 
blend (R-452A3) without HFC-143a. In the USA, the use of HFC-
143a increased by 14% in 2017 compared to 2010, and small 
increases are also seen in other developed countries. The net 
effect is that in 2017,the total Annex I use decreased by about 8% 
compared to 2010. Based on the decreased use of HFC-143a in 
developed countries and the trend in observed emissions, ad-
ditional lines are added to Figures 2-13 and 2-14 in which the 
2018 scenario without control measures is adjusted for the period 
2013–2020. In this adjusted scenario, the projected use of HFCs 
in ICR is reduced for developed countries following the UNFCCC 
reported reduction in HFC-143a use, and the use of HFCs in ICR 
in developing countries is held constant at the 2013 level. With 
these adjustments, the baseline emissions of HFC-143a and HFC-
125 are close to the emissions inferred from observations (Figure 
2-14). The adjusted emissions scenario (“Reduced HFC use in 
ICR” in Figures 2-13 and 2-14) more closely follow the emissions 
inferred from observations (NOAA and AGAGE in Figures 2-13 
and 2-14).

2.4.2 Scenario Based on National Policies 
and the Kigali Amendment

An updated HFC scenario is constructed for the period 
2019–2050, which takes into account updated trends in con-
sumption and emissions, national regulations in place by 1 January 
2021, and the provisions of the Kigali Amendment. The national 
regulations include the EU F-gas regulation (EU, 2014) and MAC 
directive (EU, 2006), the HFC phasedown in the USA (US EPA, 
2021a), and regulations in Japan (METI, 2015). This scenario uses 
the same procedure as the baseline scenario in Velders et al. 
(2015). 

The updated 2022 Kigali Amendment scenario starts with a 
consumption scenario without any national regulation or interna-
tional protocols, after which the national regulations are applied, 
followed by the provisions of the Kigali Amendment. The scenario 
is based on detailed information reported by Annex I countries to 
the UNFCCC (2021) for individual HFCs per use sector from 1990 
to 2018, HCFC consumption data from 1989 to 2019 reported 
by non-A5 and A5 countries to UNEP (2021), and observations 
of HFC mixing ratios up to 2020. In addition, data are used from 
historical HFC consumption in China for 1995–2017 derived from 
Chinese statistical data (Li et al., 2019) and HFC emissions of India 
for 2016 estimated from observed mixing ratios (Say et al., 2019). 

3  R-452A is a blend, by mass, of 11% HFC-32, 59% HFC-125, and 30% HFO-1234yf. Using the GWPs in the Kigali Amendment, it has a GWP of 
2139.25.

An upper and lower range of this scenario is constructed using 
the same assumptions for growth in demand for HFCs and not-
in-kind alternatives in non-A5 and A5 countries as for the baseline 
scenarios from the previous Assessment (Velders et al., 2015; 
Montzka, Velders et al., 2018; Velders et al., 2022). As such, the 
demand in A5 countries grows proportionally with gross domes-
tic product, and the demand in non-A5 countries grows propor-
tional to the growth in population. Assumptions (see Velders et 
al., 2015) about how much of this demand was met by HFCs or 
not-in-kind alternatives follow those in the previous Assessment, 
except for the use of HFCs for ICR applications because the trends 
in observed mixing ratios indicate smaller use of HFCs in this sec-
tor (Section 2.4.1). Therefore, for A5 countries, the use of HFCs 
for ICR in the lower range is kept constant at the 2018 level. In 
non-A5 countries, the use of HFCs for ICR grows only slightly, 
following growth in population, as in the scenario without con-
trol measures of WMO (2018). The growth in some sectors might 
be underestimated in the scenarios when they are driven by new 
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Figure 2-13. Global average HFC emissions (PgCO2-eq 
yr–1) from the WMO (2018) scenario without control mea-
sures (previously called the “baseline” scenario in Montz-
ka, Velders et al., 2018, originating from Velders et al., 
2015), from the 2018 Kigali Amendment scenario (Montz-
ka, Velders et al., 2018), and from emissions inferred from 
observed mixing ratios from the AGAGE and NOAA net-
works. The solid red line shows an adjusted scenario with 
reduced HFC production for industrial and commercial 
refrigeration (ICR) from 2013 onward. The 2018 scenarios 
were constrained by the emissions inferred from observed 
mixing ratios up to 2013. Also shown are the emissions 
reported to the UNFCCC by Annex I countries. The curves 
contain the sum of all HFC emissions except HFC-23. [Fig-
ure from Velders et al., 2022.]
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Figure 2-14. Global average HFC emissions (Gg yr–1) from the 2018 scenario without control measures (previously called the 
“baseline” scenario) compared with emissions inferred from observed mixing ratios from the AGAGE and NOAA networks. The 
solid red line shows an adjusted scenario with reduced HFC production for industrial and commercial refrigeration (ICR) from 
2013 onward. Also shown are the emissions reported to the UNFCCC by Annex I countries. The scenarios were constrained by 
the emissions inferred from observed mixing ratios up to 2013. [Figure from Velders et al., 2022.]

and strongly growing markets. An example could be heat pumps 
that replace gas boilers for heating buildings. See Velders et al. 
(2022) for details of the scenarios.

The policies already in place in the EU, USA, and Japan are 
applied to the scenario limiting the production and consumption 
in these (groups of) countries. The provisions of the 2016 Kigali 
Amendment are then applied. Any HFC consumption in excess 
of the limits of the national policies or the Kigali Amendment is 
assumed to be replaced by low-GWP alternative substances or 

alternative technologies.

The Kigali Amendment (2022 update) scenario is shown in 
Figures 2-15 and 2-16. The regional and sectoral contributions 
to HFC CO2-eq emissions for the upper range of the scenario are 
shown in Figure 2-15, while the contributions of the different 
HFCs to global emissions by mass and weighted by their GWP 
in the upper range of the Kigali Amendment scenario are shown 
in Figure 2-16. The largest 2050 contributions are projected to 
be from China and other A5 countries. Stationary air-conditioning 
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and ICR are projected to give the largest sector contributions. 
The difference between the upper and lower ranges of these sce-
narios is small compared to that of the scenario without control 
measures.

Emissions from the Kigali Amendment (2022 update) sce-
nario, assuming global adoption, are projected to be 0.9–1.0 Pg 
CO2-eq yr–1 in 2050, compared to 4.0 –5.3 Pg CO2-eq yr–1 from 
the 2018 scenario without control measures (Figure 2-17). The 
corresponding radiative forcing in the 2018 “without control mea-
sures” scenario of 0.22– 0.25 W m–2 is reduced to 0.09– 0.10 W 
m–2 in 2050 under the Kigali Amendment (2022 update) scenar-
io. The updated projections of the emissions and radiative forcing 
are lower than the Kigali Amendment scenario presented in the 
2018 Assessment. Compared to that scenario, the 2020 –2050 
cumulative emissions are reduced by 14–18 Pg CO2-eq and the 
2050 radiative forcing is reduced by 0.03 W m–2. In scenarios with 
a cessation in global production or emissions of HFCs in 2023, 
the projected emissions and radiative forcing are further reduced. 
If production of HFCs were to cease in 2023, the radiative forc-
ing would be reduced to about 0.03 W m–2 in 2050, and would 
decline thereafter. Cumulative 2020 –2050 emissions would be 
reduced by 21–26 Pg CO2-eq relative to the Kigali Amendment 
(2022 update) scenario. If all emissions (from new production 
and from banks) ceased in 2023, radiative forcing due to HFCs 

would decline to 0.01 W m–2 by 2050, with cumulative emissions 
being reduced by 32–37 Pg CO2-eq relative to the updated Kigali 
Amendment scenario (Figure 2-17). These scenarios are not nec-
essarily achievable, but they provide useful information on the 
lower limits of future radiative forcing due to HFCs.

2.4.2.1 HFC-23 Scenarios
Unlike other HFCs, which have a phasedown schedule that 

extends over several decades, the Kigali Amendment mandates 
that “Each country manufacturing HCFC-22 or HFCs shall ensure 
that starting in 2020 the emissions of HFC-23 generated in pro-
duction facilities are destroyed to the extent practicable using 
technology approved by the Montreal Protocol” (UNEP, 2016). 
Without abatement, HFC-23 emissions were projected to in-
crease to ~20 Gg yr–1 by 2016 and ~24 Gg yr–1 by 2035 (Miller 
and Kuijpers, 2011). Emissions for 2020, derived from atmospher-
ic observations, were 16.5 ± 0.9 Gg yr–1, below the worst-case 
scenario in Miller and Kuijpers (2011) but above the best-practice 
scenario, which was 0 Gg yr–1 in 2020 (and substantially higher 
than bottom-up estimates based on recent abatement reports; 
Section 2.2.1.2).

As outlined in Section 2.2.1.2, Chapter 7, and Stanley et 
al. (2020), only a minor quantity of the theoretical possible 

Figure 2-15. Contributions of the HFCs in 11 regions (left) and 6 use sectors (right) to the CO2-eq emissions from the 2022 Ki-
gali Amendment scenario based on updated observations and reported consumption, national policies, and the provisions of 
the Kigali Amendment (upper-range scenario). The percentages in the legend refer to the relative contributions in 2050. The 
regions are the EU and UK, USA, Japan, other Organization for Economic Co-operation and Development (OECD) countries, 
states of the former Soviet Republics (Russia) and Yugoslavia, China, India, other Asian countries, central and southern Africa, 
Latin America, and the Middle East plus Northern Africa. The use sectors are: 1) industrial, commercial (open compressor), com-
mercial (hermetically sealed compressor), and transport refrigeration; 2) stationary air-conditioning; 3) mobile air-conditioning; 
4) domestic refrigeration; 5) foams (extruded polystyrene, polyurethane, and open cell foams); and 6) other (aerosol products, 
fire extinguishing systems, and solvents). The data before 2020 are partly based on observed mixing ratios, while from 2020 to 
2050 the data are based on the 2022 Kigali Amendment scenario, which causes some discontinuity around 2020. Contributions 
from HFC-23 are not included. The CO2-eq emissions shown here are based on the GWPs from WMO (2018). Scenarios are from 
Velders et al. (2022).
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Figure 2-16. Contributions of the different HFCs to global emissions (in Tg yr–1 and Pg CO2-eq yr–1) from the 2022 Kigali Amend-
ment scenario based on updated observations and reported consumption, national policies, and the provisions of the Kigali 
Amendment (upper-range scenario). Also shown are the contributions from alternative substances and/or technologies used 
to replace HFCs, indicated as “low-GWP alternative.” The percentages refer to the relative contributions in 2050. The CO2-eq 
emissions shown here are based on the GWPs from WMO (2018). [Adapted from Velders et al., 2022.]

abatement capacity seems to have been realised in the most 
recent years. Two different scenarios have been developed 
in Chapter 7 to project future HFC-23 emissions within this 
Assessment. Both scenarios are outlined in Section 7.2.2.1 and as-
sume similar increases in HCFC-22 production. The first scenario 
assumes the widespread use of abatement such that emissions of 
HFC-23 are only 0.08% relative to the produced HCFC-22 (97% 
effective destruction capacity of HFC-23 by-product plus small 
emissions related to failures and maintenance of destruction sys-
tems). The second scenario assumes business-as-usual behavior 
(1.8% emissions relative to HCFC-22 production), where destruc-
tion capacities are only partly exploited.

Under the business-as-usual scenario, if the current fraction-
al rate of HFC-23 destruction continues into the future, radiative 
forcing due to HFC-23 is expected to reach 0.015 W m–2 in 2050. 
Under the scenario in which there is widespread destruction of 
HFC-23 by-product, the contribution of HFC-23 to overall HFC 
radiative forcing will be small (Section 7.2.2.1).

2.4.3 Surface Temperature Contributions 
from HFCs

Radiative forcing contributes to global surface warming, 
changes in atmospheric circulation, sea level rise, and other 
warming-related climate changes. The contribution of HFCs 
(Figure 2-17) to surface warming is shown in Figure 2-18. For 
this calculation, the scenarios are extended to 2100, based on 
the same assumptions as used for 2020 –2050. In the new sce-
nario following current trends, national policies, and the provi-
sions of the Kigali Amendment, the HFCs are projected to con-
tribute 0.04°C to the global average surface warming in 2100, 

compared to 0.3– 0.5°C in the baseline scenarios of the previous 
Assessment (Montzka, Velders et al., 2018; Velders et al., 2022). 
The updated Kigali Amendment scenario leads to a temperature 
rise that is slightly lower than that of the previous Assessment. For 
comparison, all greenhouse gases (GHGs) are projected to con-
tribute 1.4–4.4°C to surface warming by the end of the 21st cen-
tury, following the IPCC scenarios (best estimate for 2081–2100; 
IPCC, 2021). In hypothetical scenarios with a cease in global pro-
duction or emissions of HFCs in 2023, the contribution to surface 
warming is reduced to no more than 0.01°C in 2100. 

2.4.4 New and Expanding Uses of HFCs
Since the previous Assessment, HFC use may have expand-

ed to similar uses or into a higher percentage of markets where 
competing non-HFC technologies exist. Most of the HFC uses 
and emissions continue to come from end uses that traditionally 
used ODSs. In this section, we briefly describe several technolo-
gies that traditionally did not rely on ODSs.

There is a growth in use of HFCs in vapor-compression cy-
cles for air and/or water heating. Devices that use this process, 
for both cooling and heating, have been used for several decades 
and have typically been referred to as “heat pumps.” This same 
terminology is also used to refer to newer equipment types that 
are designed to provide heating and that are often not reversible 
to provide cooling. In space heating, e.g., for occupant comfort, 
such heat pumps typically replace boilers or electric resistance 
heating. In addition to the potential gains in energy efficiency, 
the use of heat pumps will decarbonize (except for any HFC leak-
age) the heating at the building or central plant site, although the 
emissions from the power supply need to be considered in any 
full life-cycle analysis. 
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For water heating, a heat pump provides hot, potable water 
that can be supplied for typical uses (showers, dish washing, laun-
dry, etc.), utilized in radiator systems for space heating, or used in 
a combination system that performs both functions. R-410A4 and 
HFC-134a dominate the market for these types of technologies 
(UNEP, 2018c). National and regional HFC controls may cause 
the market to shift to lower-GWP refrigerants if reductions in other 
sectors do not adequately provide the reductions necessary to 
allow for the increase in this use.

Heat pump technology has also been introduced as an ener-
gy-efficient option for clothes drying, replacing the typical tumble 
dryer that uses electric resistance heating. HFC-134a is the prima-
ry refrigerant used; models using R-407C5 and R-290 (propane) 
are also available. R-450A6 has also been used (EFTC, 2021). 
The primary market for these units has been in non-A5 countries 
(UNEP, 2018c). 

There may be additional use of HFC cooling in electric vehi-
cles, for passenger comfort and to provide cooling to the electric 
battery (UNEP, 2018c). In some instances, two separate systems 
are employed for the two functions; in others, a heat pump is used 
for both. These systems require refrigerant charges 30 –50% high-
er than mobile air-conditioning in internal combustion engine ve-
hicles. With the growing number of electric vehicles, this would 

4  R-410A is a blend, by mass, of 50% HFC-32 and 50% HFC-125. Using the GWPs in the Kigali Amendment, it has a GWP of 2087.5.
5  R-407C is a blend, by mass, of 23% HFC-32, 25% HFC-125, and 52% HFC-134a. Using the GWPs in the Kigali Amendment, it has a GWP of 

1773.85.
6  R-450A is a blend, by mass, of 42% HFC-134a and 58% HFO-1234ze(E). Using the GWPs in the Kigali Amendment, it has a GWP of 600.6.

lead to an increased use of high-GWP HFCs (e.g., HFC-134a) if 
such systems are not transitioned to low-GWP alternatives (e.g., 
HFO-1234yf or carbon dioxide [CO2]).

HFC-134a is used as a solvent for the extraction of oil from 
dry biomass. This is currently applied in the cannabis oil industry 
(Timatic, 2021a), which is seen as a growing market due to the in-
crease in the legalization of marijuana use. The same process has 
also been applied to the production of a large range of aromatic 
and flavoring agents, such as chocolate, cinnamon, lemon peels, 
and vanilla bean (Costello, 2021; MMV, 2006). 

HFCs have been used in small quantities in other applica-
tions that did not previously rely on ODSs. In magnesium pro-
duction and processing, there is minor use and emissions of HFC-
134a as part of a proprietary blend sold under the trade name 
AM-coverTM. This option and others (CO2, FK-5-1-12) replace the 
high-GWP cover gas typically used—sulfur hexafluoride (SF6) 
mixed with dry air and/or CO2. HFC emissions from this source 
are small, for example, amounting to 0.1 Tg CO2-eq yr–1 in the USA 
for the past five years (US EPA, 2021b).

Other potential applications—such as cork poppers, desk or-
naments (such as dunking birds), and airsoft pistols—use minimal 
amounts of HFCs, having generally shifted to other alternatives 

Figure 2-17. Global average HFC emissions (Pg CO2-eq yr–1) (left) and radiative forcing (right) ranges from the 2018 scenario 
without control measures (Montzka and Velders et al., 2018, based on Velders et al., 2015; orange) and on scenarios based on 
updated observations and reported consumption, national policies, and the Kigali Amendment provisions (blue shading). Also 
shown is a scenario that follows the phasedown schedules of the Kigali Amendment from the 2018 Assessment (blue dashed 
lines). Scenarios in which the global HFC production ceases in 2023 or the global HFC emissions cease in 2023 are given in 
black dashed and dotted lines, respectively. The data shown use the lifetimes, GWPs, and radiative efficiencies from WMO 
(2018). The curves contain the contributions of all HFCs except HFC-23 (see Sections 2.4.2.1 and 7.2.2.1). Scenarios from Velders 
et al. (2022).
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including argon, dichloromethane (CH2Cl2; also known as methy-
lene chloride), and propane, respectively.

2.4.5 Alternatives to High-GWP HFCs
The mandate to phase down high-GWP HFCs has triggered 

a major effort to find and implement more environmentally be-
nign alternatives. HFOs and blends that contain HFOs were 
identified as the most promising replacements (McLinden et al., 
2020). For example, in non-A5 countries, HFO-1234yf is now 
used in most new automotive air-conditioning systems as a re-
placement for HFC-134a, and it is expected to be used universally 
in the coming years in the EU, USA, and Japan. HFO-1234ze(E) 
and HFO-1336mzz(Z) have been used as foam-blowing agents 
and as refrigerants in chillers. Other HFOs that are being devel-
oped include HFO-1132a as a feedstock for fluoropolymers and 
HFO-1123 as a replacement for R-410A, by blending it with HFC-
32. Many of these are slightly flammable, presenting trade-offs 
between safety and environmental considerations. None of the 
HFOs are a direct replacement for R-410A. Instead, non-flam-
mable blends—which often contain some combination of HFO-
1234yf, HFO-1234ze(E), HFC-32, HFC-134a, and HFC-125—have 
been proposed to replace R-410A (Kujak and Schultz, 2019). 
HFC-32 is also used as a single-component refrigerant replace-
ment for R-410A in some equipment.

Nonfluorinated refrigerants, primarily ammonia, carbon di-
oxide, propane, and isobutane, are seeing renewed interest as 
alternatives to ODSs and HFCs in a wide range of applications 
and may have contributed to the slower-than-projected rise in 
emissions from 2013–2020 (Figure 2-13). These refrigerants all 
have zero ozone depletion potential (ODP) and very low global 
warming potential (GWP) compared to fluorinated refrigerants, 
making them environmentally attractive possibilities. Ammonia 
is considered to be a superior refrigerant because of its thermo-
dynamic properties, and application is relatively easy in large, 
low-temperature systems (McLinden et al., 2020). However, due 
to its toxicity and flammability, ammonia may not be appropriate 

in some systems. Carbon dioxide is being used across a wide 
range of systems such as supermarkets, ice rinks, heat pump water 
heaters, data center cooling, automotive air-conditioning, and in-
dustrial freezers (McLinden et al., 2020). However, engineering 
CO2-based systems to be efficient, especially in warmer climates, 
requires them to be very complex compared to traditional equip-
ment, which also makes them more expensive to construct and 
maintain. Hydrocarbons are used for refrigeration in oil refineries, 
where the flammability hazard of a hydrocarbon refrigerant is 
readily addressed, as well as in very small systems such as domes-
tic refrigerators. Based on research findings, safety standards are 
changing, allowing larger amounts of hydrocarbons in additional 
equipment types.

2.4.6 Energy Efficiency
As discussed in Chapter 2 of the last Assessment (Montzka, 

Velders et al., 2018), the climate impact of the expanding base 
of air-conditioning and refrigeration equipment will depend on 
several factors. These can be divided into a “direct effect” from 
refrigerant leakage (unless a zero-GWP refrigerant is used) and an 
“indirect effect” resulting from the production and transmission of 
energy (generally, electricity) to operate the product. The indirect 
effect is highly variable depending on the local energy supply, 
which changes as different energy sources are deployed over the 
day and throughout the seasons. It is important to understand the 
assumptions used when assessing the GHG emissions reduction 
potential from energy efficiency improvements, because such 
emissions reduction benefits may decrease in the future as the 
energy supply is decarbonized. 

Changing the refrigerant alone would not drive significant 
energy efficiency improvements compared to the equipment 
used today (UNEP, 2018d). Depending on the equipment or sys-
tem in use with a high-GWP refrigerant, UNEP (2018d) expected 
only about ±10% change in energy efficiency from switching to 
a low-GWP refrigerant (i.e., without concurrent changes to the 
equipment). However, the transition to new refrigerants provides 
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Figure 2-18. Contribution of HFCs to the global average sur-
face warming for the 2018 scenarios without control measures 
(orange) and for the updated 2022 Kigali Amendment scenar-
io based on updated observations and reported consump-
tion, national regulations, and the Kigali Amendment provi-
sions (solid blue line). The scenarios without control measures 
are from the previous Assessment and are based on Xu et al. 
(2013) and Velders et al. (2015). Also shown are the effects of 
the provisions of the Kigali Amendment presented in the 2018 
Assessment (dashed blue line) and scenarios assuming that the 
global production or emissions of HFCs would cease in 2023 
(dashed black line). No range is shown for the updated 2022 
Kigali Amendment since the lower and upper range scenarios 
virtually coincide. The surface temperature change for the Ki-
gali Amendment scenarios is calculated using the MAGICC6 
model. Lifetimes, GWPs, and radiative efficiencies are taken 
from WMO (2018). The curves contain the contributions of all 
HFCs except HFC-23 (see Sections 2.4.2.1 and 7.2.2.1). [Adapt-
ed from Velders et al., 2022.]
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an opportunity to implement energy-efficient design changes. 
Such change could lead to energy efficiencies, compared to cur-
rent equipment, in the range of 10 –70% (UNEP, 2018d). UNEP 
(2020d) found that highly energy-efficient products using low-
GWP alternatives are available, but accessibility to these tech-
nologies is low in many A5 countries and in some non-A5 coun-
tries. Looking at the situation in seven A5 countries, four non-A5 
countries, and Europe as a whole, the study found that the market 
average energy efficiency was typically far below the best energy 
efficiency available in each country (or region). 

TEAP (2021) reviewed and summarized several studies of 
the potential benefits of phasing down high-GWP HFCs while 
improving equipment efficiency. TEAP has reported that technol-
ogy has developed rapidly, and there is now availability of refrig-
eration and air conditioning equipment with enhanced energy 
efficiency and lower GWP refrigerants in all sectors covered in 
its report. These technologies are increasingly accessible world-
wide.  Peters (2018) analyzed the growth of cooling equipment 
(space cooling, stationary refrigeration, and mobile cooling), 
finding that under a “current technology progress” scenario, en-
ergy use alone would lead to emissions of 7.4 Pg CO2-eq yr–1 by 
2050. With no assumptions of refrigerant changes, this scenario 
found an additional 1.5 Pg CO2-eq yr–1 from refrigerant emissions. 
In a “cooling for all” scenario (i.e., high proliferation of air-condi-
tioning in regions that experience high temperatures), emissions 
were projected to rise to 18.8 Pg CO2-eq yr–1 by 2050. With sig-
nificant improvements in energy efficiency and use of low-GWP 
refrigerants, emissions could be limited to 13.3 Pg CO2-eq yr–1 by 
2050 under that scenario. UNEP and IEA (2020d) also examined 

the increasing demand for cooling technologies and discussed 
policies and financing strategies to address the consequent en-
vironmental effect, including international initiatives, implemen-
tation of minimum energy performance standards, improved 
building design to reduce demand, and cessation of the resale 
of obsolete and inefficient equipment. The report suggested that 
by improving energy efficiency while phasing down high-GWP 
HFCs in refrigeration and air-conditioning, global GHG emissions 
of up to 210 – 460 Pg CO2-eq would be avoided over the next 
four decades, depending on future rates of decarbonization of 
the power grid.

Shah et al. (2019), Dreyfus et al. (2020), and Purohit et al. 
(2020) quantified the overall benefits to climate that could be 
achieved through the integration of lower-GWP refrigerant 
adoption with deployment of more efficient equipment. These 
studies projected benefits of similar orders of magnitude from 
energy efficiency improvements and from moving to lower-GWP 
refrigerants, assuming both policies are pursued at the same time. 
Projecting near-universal saturation of air-conditioning in all warm 
areas, Shah et al. (2019) estimated avoidance by 2050 of up to 
240.1 Pg CO2-eq in GHG emissions under efficiency improve-
ments (of ~30%) that the authors deemed as low-cost and up to 
373 Pg CO2-eq using best-available technologies. Dreyfus et al. 
(2020) found similar results, estimating that widespread adop-
tion of the best currently available technologies could reduce the 
climate emissions from stationary air-conditioning and refrigera-
tion by 130 –260 Pg CO2-eq by 2050 and 210 –460 Pg CO2-eq 
by 2060. The energy efficiency improvements in Dreyfus’s sce-
narios account for about 75% of the benefits seen. Purohit et al. 
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(2020) incorporated a change in fuel mix (i.e., a lower CO2-eq 
kWh–1 emissions factor from electric supply) along with an HFC 
phasedown and energy efficiency improvements, finding that the 
combination could prevent 411–631 Pg CO2-eq emissions from 

stationary cooling equipment between 2018 and 2100 (Figure 
2-19). Purohit et al. (2020) found that climate benefits from im-
proved energy efficiency in stationary cooling technologies are 
about the same magnitude as those from the HFC phasedown. 
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The Mauna Loa Observatory in Hawai’i is a principal remote site for monitoring changes in 

atmospheric composition that affect both ozone depletion and climate change.
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SCIENTIFIC SUMMARY

This chapter presents our current understanding of global 
ozone outside of the polar regions. The increase of ozone-deplet-
ing substance (ODS) concentrations caused the large ozone de-
cline observed from the early satellite era (circa 1980) to the mid-
1990s. Since the late 1990s, concentrations of ODSs have been 
declining due to the successful implementation of the Montreal 
Protocol and its Amendments and adjustments. Since the last 
Assessment, the longer observational records show a small in-
crease in near-global total column ozone (TCO) with reduced un-
certainty, but this trend is not yet statistically significant. A small 
increase in TCO is seen in the Southern Hemisphere (SH) mid-lat-
itudes but not yet in the Northern Hemisphere (NH) mid-latitudes 
or tropics. Different processes operating at different altitudes 
complicate the attribution of the overall total column trend. 
However, a significant increase in upper-stratospheric ozone 
noted in the previous Assessment continues, driven by declines in 
ozone-depleting substances and increases in greenhouse gases 
(GHGs). Model simulations support our overall understanding of 
these trends.

Over this century, we expect an increase in global strato-
spheric ozone as the concentrations of ODSs decline. The future 
evolution for different latitudes and vertical levels depends on 
the future concentrations of GHGs and precursors of tropospher-
ic ozone. These other influences may lead to TCO levels that 
remain below 1980 values in some regions, even after concen-
trations of ODSs have declined to pre-1980 levels. 

Changes to date in total column ozone
• Aggregated ground- and space-based observations 

indicate an increase of 0.3% decade–1 (with a 2-sigma 
uncertainty of at least ±0.3% decade–1) in near-global 
(60°S–60°N) TCO over the 1996–2020 period. This trend 
is consistent with model simulations and our scientific under-
standing of the processes controlling ozone.

• Over the same 1996–2020 period, the TCO trends in broad 
latitude bands are as follows: 

 º SH mid-latitude (60–35°S) TCO has increased (0.8 ± 
0.7% decade–1).

 º NH mid-latitude (35–60°N) TCO trends are negligible 
(0.0 ± 0.7% decade–1).

 º Tropical (20°S–20°N) TCO shows no clear trend (0.2 ± 
0.3% decade–1), likely because stratospheric ozone is 
decreasing while tropospheric ozone is increasing, both 
unrelated to changes in ODSs. 

The latitudinal pattern of these TCO trends is largely consis-
tent with our scientific understanding and is reproduced in the 
latest set of chemistry-climate models (CCMs).

• Present-day (2017–2020) TCO as measured from space-
based and ground-based observations remains lower than 
the 1964–1980 average by

 º about 2% for the near-global average (60°S–60°N),

 º about 4% in the NH mid-latitudes (35–60°N), 

 º about 5% in the SH mid-latitudes (35–60°S), and

 º about 1% in the tropics (20°S–20°N).

Within uncertainties associated with natural variability and in-
strumental accuracy, these values are essentially the same as 
given in the previous Assessment for the 2014–2017 average.

Changes to date in vertically resolved ozone
Vertically resolved trends are very similar to those given in 

the last Assessment. However, with longer records and updated 
merged datasets, recovery trends are now statistically signifi-
cant in more locations. 

• Measurements show unambiguous increases in up-
per-stratospheric ozone for 2000–2020. Positive trends 
have a range of ~1.5–2.2% decade–1 at mid-latitudes in both 
the Northern and Southern Hemispheres and ~1–1.5% de-
cade–1 in the tropics.

• Upper stratospheric ozone increases are due to a com-
bination of decreases in ODSs and decreases in strato-
spheric temperature driven by increases in carbon diox-
ide (CO2). New CCM simulations affirm this finding from the 
last Assessment.

• There are multiple lines of evidence from both observa-
tions and models for a small though uncertain decrease 
(1–2% decade–1, with uncertainty up to ±5% decade–1) 
in tropical lower stratospheric ozone over 2000–2020. 
This decrease is consistent with climate change–driven accel-
eration of the large-scale circulation and has a small impact on 
TCO. Chemical ozone loss from chlorine and bromine is com-
paratively minor in the tropical lower stratosphere. 

• Observations suggest small decreases in lower strato-
spheric ozone in the mid-latitudes of both hemispheres 
for 2000–2020, while chemistry-climate model simula-
tions suggest small increases. Ozone in mid-latitudes has 
large year-to-year variability; thus, trends have large uncer-
tainties, and they are not robust across all datasets and mod-
els. The observed decrease is more evident in the Northern 
Hemisphere.

• Attribution of TCO trends during the period of slow ODS 
decline requires knowledge of changes in ozone in both 
the troposphere and stratosphere. For instance, there is 
evidence that the lack of a change in TCO in the tropics re-
flects an increase in tropospheric ozone that compensates for 
the ozone decrease in the tropical lower stratosphere. This 
decrease, due to a climate change–driven acceleration of the 
large-scale circulation, is expected based on modeling stud-
ies. Depletion due to ODSs, on the other hand, is very minor 
in the tropical lower stratosphere. Nevertheless, analyses of 
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these changes using different observational datasets indicate 
significant remaining uncertainty. 

Future ozone changes
Projections of future stratospheric ozone are available 

from new model simulations that follow new emissions scenar-
ios: the shared socioeconomic pathways (SSPs). These scenar-
ios all assume compliance with the Montreal Protocol and its 
Amendments and adjustments for ODSs but span a wider range 
in future GHG and pollutant emissions pathways than the sce-
narios used in the previous Assessment, although there are fewer 
models from which to draw results. As in the last Assessment, the 
key drivers of future stratospheric ozone levels continue to be 
declining ODS concentrations coupled with CO2-driven cooling 
in the upper stratosphere and a strengthening of the Brewer-
Dobson circulation. TCO will also be affected by changes in the 
tropospheric ozone burden.

• New estimates for the year of return of near-global TCO 
to its 1980 value are broadly consistent with the last 
Assessment. Also similar to the last Assessment, these 
modeled return dates vary considerably depending on 
the assumed future scenario. TCO returns to its 1980 value 
sooner for scenarios that assume larger emissions of GHGs 
than scenarios with smaller GHG emissions. The return dates 
for a middle-of-the-road (SSP2-4.5) scenario are:

 º around 2040 for near global mean (60°S–60°N) annually 
averaged column ozone;

 º around 2045 for SH (60–35°S) annually averaged col-
umn ozone; and

 º around 2035 for NH (35–60°N) annually averaged col-
umn ozone.

• For scenarios that assume strong reductions in the 
emission of tropospheric ozone precursors, the result-
ing reductions in tropospheric ozone can be important 
for TCO trends. Under such scenarios, TCO in the tropics is 
projected to remain below the 1980 values until at least 2100. 

As discussed in the last Assessment, tropical TCO under high 
GHG scenarios will be below 1980 values at 2100 due to cir-
culation-driven changes affecting lower stratospheric ozone.

• Future ozone recovery and the expected strengthen-
ing of the Brewer–Dobson circulation will most likely 
increase the proportion of ozone of stratospheric origin 
in the troposphere. A new analysis has quantified the con-
tribution of stratosphere-to-troposphere transport of ozone in 
models under scenarios with limited GHG mitigation (RCP6.0 
and RCP8.5). While stratosphere-to-troposphere transport 
remains highly variable between models and is strongly sce-
nario-dependent, the projected increase is robust, suggest-
ing increases of stratospheric ozone in the troposphere of 
10–50% over the 21st century, depending on the model and 
scenario. Nonetheless, in situ chemistry involving air pollut-
ants remains the largest production term for the simulated 
tropospheric ozone budget. 

• The unreported production of CFC-11 over 2012–2019 (see 
Chapter 1) is estimated to delay global TCO recovery to 1980 
levels by ~1 year.

Emerging Issues
• Exceptional events can temporarily perturb chemi-

cal and dynamical processes that affect stratospheric 
ozone amounts. Since the last Assessment, these include 
the 2019/2020 wildfires in Australia, the eruption of the 
Hunga Tonga-Hunga Ha’apai volcano, and disruptions to the 
quasi-biennial oscillation of the tropical winds. In particular, 
intense wildfires have become more frequent. Their potential 
impacts on the stratosphere are not yet well quantified and 
are a subject of active research.

• The impending loss of vertically resolved, global space-
borne measurements of ozone-related atmospheric 
constituents (e.g., reactive chlorine, water vapor, and 
long-lived transport tracers) will impede the ability to 
monitor and explain changes in the stratospheric ozone 
layer in the future
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3.1 INTRODUCTION

This chapter assesses our current knowledge and under-
standing of past and potential future changes in near-global 
(60°S–60°N) ozone, updating the corresponding chapter from 
the previous Assessment (Braesicke, Neu et al., 2018). Our current 
state of knowledge regarding past-to-present ozone changes and 
trends is assessed, including attribution, confidence, and uncer-
tainty regarding the drivers of the changes and trends, both from 
statistical modeling approaches and comprehensive chemistry- 
climate models (CCMs). The chapter also describes how ozone 
is expected to change in the future, given scenarios for emissions 
of greenhouse gases (GHGs), air pollutants and ozone-depleting 
substances (ODSs), which will affect the composition, chemistry, 
and climate of the atmosphere. As in past assessments, the key 
benchmark is ozone’s return to its mean value at the reference 
time of 1980, near the beginning of observed ozone loss.

3.1.1 Summary of Findings from the Previous 
Ozone Assessment 

The 2018 Assessment (Braesicke, Neu et al., 2018) examined 
the evidence for ozone recovery, drawing on updated statistical 
methods with more rigorous treatment of uncertainties. Evidence 
for significant ozone increases of 1–3% decade–1 was reported for 
the upper stratosphere (35–45 km), with the most robust trends 
in the Northern Hemisphere mid-latitudes. Simulations from 
CCMs attributed approximately half of this trend to the reduc-
tions in emissions of ODSs under the Montreal Protocol, with the 
other half coming from slowing of gas-phase chemistry caused 
by GHG-induced cooling. A reported decrease in lower-strato-
spheric ozone, particularly in the tropics, was found to be sensi-
tive to the ozone dataset analyzed and the start and end years of 
the analyzed period. CCM simulations supported the hypothesis 
that any apparent trend was linked to dynamical variability. Small 
increases (0.3–1.2% decade–1) in the near-global total ozone 
column were reported, although these were not statistically 
significant, given the uncertainties in the data and the large year-
to-year dynamical variability (up to 5%). The importance of accu-
rately quantifying tropospheric ozone changes was highlighted 
because they can be important for the total column ozone (TCO) 
trend and they are necessary to establish consistency between 
total column and profile data.

CCM projections of ozone recovery showed that for a base-
line scenario with weak climate change mitigation (RCP6.0), 
global and Southern Hemisphere (SH) mid-latitude ozone 
should recover by the middle of the century, while the Northern 
Hemisphere (NH) mid-latitude ozone would do so by around 
2035. With negligible halogen-driven ozone destruction, future 
projections of the ozone layer were found to be most sensitive 
to the greenhouse gas scenario: elevated GHG concentrations 
strengthen the stratospheric overturning circulation and impact 
ozone chemical loss through stratospheric cooling (see Chapter 
5). Furthermore, the projected strengthening of the circulation 
results in scenario-dependent stratospheric ozone decreases in 
the tropics, while the overall column change also depends on the 
tropospheric ozone trends. Outside of long-term trends, the last 
Assessment also described how the slow decline of ODSs means 
that stratospheric injection of sulfate aerosols (e.g., from a large 
volcanic eruption) could still result in substantial near-term ozone 
losses.

3.1.2 Major New Developments Since 2018
As with past Assessments, an extended observational record 

facilitates revisiting the evidence for positive ozone trends, as 
well as their attribution to declining levels of halogenated ODSs 
controlled by the Montreal Protocol. In addition to the extended 
records, several merged, vertically resolved datasets have been 
updated and/or improved, and new ones developed (Section 
3.1.3 and Appendix 3A). Moreover, new statistical approaches 
have been developed and new model simulations have been 
conducted, both of which provide new insight on the drivers of 
recent trends. 

The Long-term Ozone Trends and Uncertainties in the 
Stratosphere (LOTUS) initiative (SPARC/IO3C/GAW, 2019) has 
left a legacy of robust methods for trend detection and uncertain-
ty calculation, from which this chapter draws heavily. New devel-
opments since the last Assessment include extending the meth-
odology to diagnose trends by season, as well as demonstrating 
the utility of dynamic linear models (DLMs) in detecting trends 
and quantifying uncertainties. The growing use of advanced 
data science techniques, such as DLMs, is surveyed in Box 3-1. 
Moreover, new longitudinally resolved datasets of total column 
and vertically resolved ozone trends facilitate new comparisons 
and validations of ground-based and remotely sensed measure-
ment data.

New simulations and analyses of CCMs have proceeded 
along two fronts: 1) coordinated multi-model experiments for 
hindcasts and future projections and 2) detailed investigations 
of specific issues, often with a single model. For the former, this 
chapter mostly makes use of simulations from Phase 6 of the 
Coupled Model Intercomparison Project (CMIP6; Eyring et al., 
2016), covering 1850 –2100 and including several future sce-
narios. However, compared to the Chemistry-Climate Model 
Initiative Phase 1 (CCMI-1) simulations (Morgenstern et al., 2017) 
used in the previous Assessment, the CMIP6 experiment does 
not mandate archiving the same degree of ozone-relevant model 
output and, moreover, includes fewer models that have a sophis-
ticated treatment of atmospheric chemistry processes. For the 
more detailed studies, this chapter particularly benefits from new 
investigations into ozone trends in the upper troposphere and 
lower stratosphere, which, together with extended observations, 
enable better understanding of the drivers of the trends in this 
important region. Finally, several models have performed simu-
lations targeted at quantifying the impact of recent unregulated 
CFC-11 emissions on the current state and future recovery of the 
ozone layer (WMO, 2021). 

3.1.3 Data Sources, Quality, and Methods
The analyses and results presented in this Assessment rely on 

essentially the same ground-based and satellite ozone datasets as 
were used for the 2018 Assessment. The data records have been 
extended, and some of them have been partly or fully revised or 
reprocessed. An overview of the different data sources with more 
details about specific updates and revision efforts are given in 
Appendix 3A. Since the last Assessment, two new space-based 
instruments that measure ozone have been deployed, both 
launched in 2017: SAGE III on the International Space Station 
(ISS) and TROPOMI on the Sentinel 5 Precursor. SAGE III/ISS pro-
vides vertically resolved profiles using solar and lunar occultation 
(Szatkowski et al., 1999; Cisewski et al., 2014), while TROPOMI is 
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Box 3-1. Emerging Data Science Methods for Stratospheric Ozone Analysis

“Data science” is a broad term applied to the “principled extraction of information and knowledge from data” (Provost and 
Fawcett, 2013) and is a phrase whose use in the environmental sciences has been growing in recent years (e.g., Blair et al., 2019). 
While data science could be a label to describe statistical methods that have long been a staple for ozone analysis, the term is also 
used more particularly to refer to the adoption and development of more advanced approaches, including artificial intelligence (AI) 
and machine learning (ML). These have only recently been exploited in this field, thanks to increasing computational power and the 
wider availability of codes from the statistical and computer science research communities. 

Many of the new approaches employ Bayesian inference. In contrast to frequentist approaches, where probabilities are de-
rived from long-run frequency distributions, Bayesian approaches start with a prior hypothesis, such as for model parameters, whose 
probabilities are updated as additional information becomes available. This forms the basis of, for instance, dynamic linear modeling 
(DLM) methods, which have been used to understand ozone trends (Section 3.2.2). Bayesian approaches are well suited to da-
ta-sparse situations, although as data volume increases, inferences from frequentist and Bayesian analyses tend to converge (Figure 
3-5). 

This box briefly highlights some relevant emerging data science advances in three key areas: 1) creating new merged datasets, 
2) emulating complex models, and 3) making better use of model output. 

The Bayesian neural network assimilates model predictions with observations and prior knowledge by optimally 
weighting models and learning a bias correction. It also provides principled uncertainty predictions, which are a 
combination of observational uncertainty and the uncertainty within the BNN. Several tests demonstrate that it can 
provide an excellent prediction of historic zonally averaged ozone - see below. 
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Box 3.1 Figure 1. Schematic of the Bayesian neural network (BNN). [Based on Sengupta et al., 2020.]
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Creating New Datasets: Model-Measurement Fusion

Statistical techniques have long been employed to join different instrumental records into a complete time series, as well as 
to spatially and temporally infill sparse datasets, often using multiple linear regression (MLR)-based approaches (e.g., Bodeker et 
al., 2013; Davis et al., 2016), and now also with more advanced techniques (Loyola and Coldewey-Egbers, 2012; Ball et al., 2017; 
Bodeker et al., 2020; Dhomse et al., 2021). One different approach is the Bayesian neural network (BNN), which can be used to 
fuse data from chemistry-climate models (CCMs) and observations (Sengupta et al., 2020). A BNN can learn which weighted com-
bination of CCM data is appropriate to use for a given location and time (rather than using fixed weights) and provide a principled 
treatment of uncertainty. A schematic of the BNN is given in the Box 3.1 Figure 1.

Complex Model Emulation

CCMs are computationally expensive and time consuming to run, which places practical limits on the number of simulations that 
can be completed. This limits both our exploration of model uncertainty, such as through alternative parameter choices to simulate 
chemical and physical processes, and the investigation of a wider range of possible future scenarios. One way to address this is to 
emulate the complex model with a sophisticated but computationally cheaper statistical approach. Approaches include building an 
emulator by fitting Gaussian processes to a set of carefully chosen calibration simulations, which can then be exploited to explore 
what would be simulated by the complex model across a multidimensional parameter space (e.g., Revell et al., 2018; Wild et al., 
2020). Other studies have emulated CCM output using a variety of ML approaches, which have been used to explore a wide range 
of future scenarios (Keeble et al., 2021b), or they have proposed the adoption of ML-based algorithms within a CCM to replace 
more computationally expensive chemistry solvers (Nowack et al., 2018). Nevertheless, application of these newer approaches to 
stratospheric ozone research is still in its infancy, and CCMs in their current form remain our best tools for analyzing past ozone trends 
and generating future projections.

Approaches to Make Better Use of Model Output

Given the same input scenarios for greenhouse gases and ozone-depleting substances, different CCMs simulate a wide range 
of outputs. While some of this model spread represents irreducible uncertainty due to the chaotic nature of the climate system (which 
can be approximated as “weather noise”), different models will have varying levels of skill in reproducing reality. Moreover, this varia-
tion in simulation skill will likely be a function of, e.g., geographical region and season, atmospheric composition, and the prevailing 
climate. Different models are also seldom independent (e.g., Knutti et al., 2013). This varying model skill and intermodel common-
ality means that the commonly used multi-model mean does not provide the best estimate of the past, current, or future state of the 
atmosphere. Recent approaches have sought to improve on this by providing weighted multi-model means, where model weighting 
is based on a measure of model independence and the performance of the model when compared to observations (Amos et al., 
2020; Sengupta et al., 2020). In the broader climate literature, other studies have developed and exploited “causal networks” for 
a novel process-based model evaluation (Runge et al., 2019; Nowack et al., 2020). This is a sophisticated data science approach to 
identify causal links through spatiotemporal correlations in observational data. These can then be examined to produce metrics to 
evaluate models and understand model-observation and model-model differences.

a nadir sounder that provides total and tropospheric column in-
formation as well as vertical profiles (Veefkind et al., 2012). Early 
validation efforts for both SAGE III/ISS (Wang et al., 2020) and 
TROPOMI (Hubert et al., 2021; Mettig et al., 2021) suggest the 
data are well suited to provide valuable information about long-
term changes, and these data are already being incorporated into 
commonly used merged datasets. 

Several currently operational spaceborne instruments are 
well beyond their design lifetimes, and some are scheduled to 
be decommissioned in the next few years. Instruments whose 
data have been used as part of this Assessment (see Tables 3A-3 
and 3A-4) or previous Assessments (see Table 3A-1 of WMO 
(2014)) that will likely cease operations by the end of the 2026 
Ozone Assessment process include the Aura Microwave Limb 
Sounder (MLS), the SciSat Atmospheric Chemistry Experiment 
Fourier Transform Spectrometer (ACE-FTS), the Odin Optical 
Spectrograph and Infrared Imager System (OSIRIS), and the 
Odin Sub-Millimetre Radiometer (SMR). With the loss of current 
limb-viewing capabilities, vertically resolved global measure-
ments of many trace gases relevant for stratospheric chemistry 

and dynamics will no longer be available. These trace gases in-
clude reactive (chlorine monoxide, ClO) and reservoir (hydrochlo-
ric acid, HCl; chlorine nitrate, ClONO2) chlorine species, water 
vapor, nitric acid (HNO3), and long-lived transport tracers (e.g., 
nitrous oxide, N2O; methane, CH4; carbon monoxide, CO; meth-
yl chloride, CH3Cl). The recent Report of the Ozone Research 
Managers of the Parties to the Vienna Convention (ORM, 2021) 
identifies the need to “continue limb emission and infrared solar 
occultation observations from space” that are “necessary for 
global vertical profiles of many ozone- and climate-related trace 
gases” as one of the “key systematic observations recommenda-
tions.” Indeed, the impending cessation of these measurements, 
many of which have been taken continuously over the last several 
decades, will hamper the ability to reduce key uncertainties that 
remain in understanding stratospheric ozone depletion, includ-
ing the lack of emergence of a clear signature of recovery in the 
Arctic, the potential influence of volcanic and wildfire emissions, 
the role of very short-lived substances (VSLSs), and the impact of 
strengthening of the Brewer-Dobson circulation, among others.

In addition to the multiple merged datasets that were the 
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basis for most of the long-term, zonally averaged variability and 
trends discussed in the last Assessment, an additional dataset 
was created recently: SAGE II-SCIAMACHY-OMPS (Arosio et al., 
2019). This includes a slightly different combination of satellite 
measurements than in previous merged datasets; however, since 
different merged datasets share underlying data sources, trends 
calculated using these datasets are not independent. Also, since 
the last Assessment the community has created new (gridded) lat-
itudinally, longitudinally, and vertically resolved ozone datasets: 
an expanded version of the SAGE II-SCIAMACHY-OMPS dataset 
(Arosio et al., 2019) and MEGRIDOP (Sofieva et al., 2021). So 
far, only a few merged datasets provide gridded ozone profiles, 
which allow more detailed analyses of spatially and vertically re-
solved trends.

Data quality remains one of the key drivers of trend uncer-
tainties, and specific topics, such as instrument drifts, biases, 
and sampling, were discussed in detail in the last Assessment. 
Considerable effort has since been made to improve individual 
instrument records as well as merged datasets. For example, 
ground-based vertical profile records were improved through 
homogenization of ozone soundings in the framework of the 
Tropospheric Ozone Assessment Report Phase 2 (TOAR II) proj-
ect, homogenization of Umkehr and lidar records, and repro-
cessing of Dobson, Brewer, and FTIR records (see Appendix 3A). 
Satellite measurements have been improved by updating retriev-
al algorithms and by enhancing the consistency and stability be-
tween individual datasets. These advances in data quality, and the 
additional four years of data, have led to a more consistent picture 
of trends derived from ground-based and satellite measurements 
since the last Assessment. In addition to data quality, the method-
ology used to determine trends can also affect the resulting un-
certainties. Not much has changed with respect to the most com-
monly applied multi-linear regression models for trend detection 
since the last Assessment, but alternative statistical models (e.g., 
dynamic linear models) are seeing greater use by the community 
and provide a robust alternative method of trend detection. 

With the publication of the SPARC Reanalysis Intercomparison 
Project Report (SPARC, 2022), a comprehensive evaluation and 

intercomparison of meteorological reanalyses is now available, 
complete with recommendations on how to best use reanalysis 
data for long-term trend and variability analyses. For this reason, 
Box 3-2 provides a discussion about the usability of reanalyses 
to calculate reliable ozone trends. However, the recommended 
practices have not yet been widely adopted by the community, 
and therefore trend studies based on reanalysis data are again not 
highlighted in this Assessment.

3.2 NATURAL VARIATION AND TREND 
MODELS

Ozone varies on seasonal, interannual, and decadal times-
cales as a result of both natural and anthropogenic forcing. Careful 
determination of long-term trends requires accurately attributing 
the other major sources of variability. The most common method 
of quantifying the trends is through statistical techniques involv-
ing linear regression (WMO, 2018; SPARC/IO3C/GAW, 2019, 
and references therein). Various regression techniques adopt 
different statistical approaches to evaluate trends and their uncer-
tainties. Two common approaches in ozone analysis are multiple 
linear regression (MLR) and dynamic linear models (DLMs). The 
application of these linear regression techniques assumes that 
ozone is linearly dependent on predictor time series (or proxies) 
that dictate how it varies with time. The following sections present 
the different sources of variability and their proxies (Section 3.2.1), 
the different methodologies applied to calculate long-term ozone 
trends (Section 3.2.2), and (briefly) how significance is assigned 
to the calculated trends (Section 3.2.3). 

3.2.1 Natural Variability
The primary influences on the global distribution of ozone 

are sunlight, chemistry, and transport of either ozone itself or any 
reactive species important for ozone chemistry. The proxies that 
describe these sources of variability are often empirical, rather 
than having a simple functional form, and are often not complete-
ly independent, as the processes can interact with each other or 
simply have similarities in their temporal dependence. This lack of 

Figure 3-1.  Maximum contribution of different sources 
of natural variability (as proxies) in a multiple linear re-
gression analysis applied to the median of five TCO data-
sets as a function of latitude (Weber et al., 2022). Each 
colored line shows the response (i.e., deviation in Dob-
son units, or DU) of ozone resulting from a different proxy 
in the regression (see legend), with the sign indicating 
whether the ozone response is positively or negatively 
correlated with the proxy. A solid line indicates that the 
response to a given proxy is significant at the 5% level, 
whereas a dashed line indicates that it is not significant at 
the 5% level. [Adapted from Weber et al., 2022.]
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Box 3-2. Can Reanalyses Be Used to Calculate Robust Ozone Trends?

Diverse methods are used to create ozone datasets from different sources or to fill gaps in existing datasets, including merging 
observations with simulated data. One of the goals is to provide ozone datasets suitable for trend analyses. Merging techniques are 
updated and further developed. Lately, machine learning techniques have also been applied to datasets with sporadic coverage (see 
Box 3-1). Reanalysis, which integrates physics-based prognostic meteorological models with observational data in an iterative way, 
is another approach. Both one-directional coupling (meteorology modifying prognostic ozone fields) and bi-directional coupling 
(ozone fields also modifying meteorological fields via radiation) are applied in reanalyses. As such, ozone estimates from reanalyses 
depend on both continued high-quality observations and the skill and accuracy of the underlying forecasting model.

In almost all current reanalysis systems, ozone is included as a prognostic variable. How well the ozone fields and their variability 
are represented in the different reanalyses depends on the assimilated observations and the chemical and microphysical model 
parametrizations. Primarily, total column ozone observations or measurements of broad vertically weighted averages are assimilat-
ed, but more recent reanalyses also assimilate observations with a higher vertical resolution (Davis et al., 2017). Problems for ozone 
trend analyses based on reanalysis data occur when the different assimilated data contain internal drifts or steplike changes (Wargan 
et al., 2020) and/or biases between the datasets (Wargan et al., 2018). Approaches to account for internal drifts and biases exist 
(van der A et al., 2010, 2015) but have so far not been widely applied. Additionally, assimilation of radiances and other parameters 
might introduce step changes in stratospheric temperatures and wind fields that directly influence the estimated ozone distribution 
(Stauffer et al., 2019), and inhomogeneities and discontinuities can be introduced by a changing number of assimilated datasets over 
time (Sterl, 2004; Simmons et al., 2014; Shangguan et al., 2019). 

For these reasons, there has been reluctance to use ozone from reanalysis datasets for trend studies despite successful use in 
ozone-related process studies (e.g., Banerjee et al., 2020; Orr et al., 2021). Recent developments in data assimilation methodology 
do seek to address the continuity issues outlined above. Some reanalyses currently include bias correction or ozone data homogeni-
zation algorithms (van der A et al., 2010, 2015; Hersbach et al., 2020; Wargan et al., 2020). Additionally, several recently developed 
reanalysis products focus specifically on atmospheric composition and use sophisticated chemistry models that help correctly prop-
agate observational data in space and time by providing stable priors for data assimilation (Flemming et al., 2017; Errera et al., 2019; 
Inness et al., 2019a, 2019b; Huijnen et al., 2020).

There is, therefore, a tension between some clear advantages that reanalyses provide for studies of long-term trends and vari-
ability, and current limitations. The SPARC Reanalysis Intercomparison Project (S-RIP) has made substantial progress in providing 
advice to users and feedback to reanalysis centers. The S-RIP report (SPARC, 2022) provides a comprehensive evaluation and in-
tercomparison of 12 major meteorological reanalyses with a focus on the representation of stratospheric processes and assimilated 
fields, including ozone. An overview of the skill level demonstrated in different reanalysis datasets for different metrics of ozone 
trends and variability, as analyzed with S-RIP, is shown in Box 3-2 Figure 1. Several recommendations emerged from this evaluation: 
1) trends from reanalyses should be treated with caution; 2) an understanding of the reanalysis systems is necessary for interpretation; 
3) studies should use multiple reanalyses and, where possible, other data to help assess result robustness and estimate uncertainties; 
and 4) the use of several specific, now-outdated reanalyses is discouraged.

Box 3.2 Figure 1. Overview of analyzed ozone diagnostics with a variety of recent and commonly used meteorological 
reanalysis data, with recommendations on where the data can be used most appropriately. [Adapted from Davis, Hegglin et 
al., 2021, in SPARC, 2022.]
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orthogonality between the proxies can sometimes make it difficult 
to attribute variability in ozone directly to one source or another. 
Furthermore, since the 2018 Assessment, new behavior has been 
observed that raises questions about the suitability of some of the 
proxies that are typically used, with concerns regarding how well 
they represent the actual variability of ozone. Table 3A-1 lists the 
sources of data for different proxies, while Figure 3-1 illustrates a 
comparison of the relative impact that some of the different sourc-
es of variability described here have on total column ozone (TCO) 
as a function of latitude.

3.2.1.1 The Quasi-Biennial Oscillation (QBO)
The Quasi-Biennial Oscillation (QBO) is a pattern of alter-

nating zonal winds in the tropical stratosphere that affects ozone 
through transport and chemistry. It is characterized by an oscil-
lating pattern of easterly and westerly winds in the stratosphere, 
with a variable (24–32 month) period over which it progressively 
descends through the stratosphere (Figure 3-2a). These oscillat-
ing wind shear patterns induce oscillating vertical motions in both 
the tropics and extratropics that are opposite in direction to each 
other along with corresponding meridional transport in between 
(Baldwin et al., 2001). The response of ozone to the QBO is stron-
gest in the tropical lower stratosphere, with secondary maxima 
in the middle stratosphere in both the tropics and low-latitude 
(<40°) extratropics (Zawodny and McCormick, 1991).

The QBO is the dominant source of variability of stratospher-
ic ozone in the tropics, particularly in the lower stratosphere, 
and it is a modulator of variability at higher latitudes (Anstey and 
Shepherd, 2014). It is vital that its influence be accurately repre-
sented in trend analyses. The vertical and meridional transport 
and chemical influence of the QBO on ozone are represented 
using tropical zonal wind data as a proxy. This usually takes one 
of two forms: a pair of time series of zonal wind measurements 
from two different pressure levels that are roughly out of phase 
from each other, or the leading two empirical orthogonal func-
tions (EOFs) derived from this data (Wallace et al., 1993; Randel 
and Wu, 1996). The latter is preferable since EOFs are explicitly 
constructed to better represent the variability present in all of 
the source data. The proxies typically represent over 90% of the 
QBO’s variability but are limited in their ability to fully represent 
the effect of the QBO on ozone. For example, the seasonal cycle 
modulates the QBO at higher latitudes (Tung and Yang, 1994), 
creating a nonlinear effect that must be adequately captured in 
regression analyses, such as by using seasonal cross-terms in the 
regression (Randel and Wu, 1996; Damadeo et al., 2014). Not 
accounting for this can make trend analyses particularly sensitive 
to the endpoints (Ball et al., 2019a).

The typical pattern of the QBO has been fairly stable and re-
peatable over the first six decades of observations of tropical zonal 
winds, which started in the early 1950s. The last Assessment high-
lighted the first-ever disruption to the QBO in 2015/16 (Newman 
et al., 2016; Osprey et al., 2016; Tweedy et al., 2017), and since 
then another disruption happened in 2019/20 (Saunders et al., 
2020; Anstey et al., 2021), as illustrated in Figure 3-2a. In both 
cases, large horizontal momentum fluxes originating from the ex-
tratropics propagated to the tropics, where they interfered with 
the normal momentum transfer associated with the QBO (Coy et 
al., 2017; Lin et al., 2019; Saunders et al., 2020; Anstey et al., 
2021). This resulted in the introduction of westward winds at 
around 40 hPa (~35 km) during the eastward phase and lifting of 

the eastward winds. The changing wind shear patterns associated 
with these disruptions drove correlated changes in stratospheric 
ozone resulting from changes in upwelling. While the impacts 
were similar in the two cases, the origin of each disruption was 
different. The 2015/16 disruption was caused by the coincidence 
of a particularly strong El Niño event in the Northern Hemisphere 
(Coy et al., 2017; Lin et al., 2019), while the 2019/20 event was 
the result of strong wave forcing from the Southern Hemisphere 
in the absence of any El Niño event (Saunders et al., 2020; Anstey 
et al., 2021). 

These disruptions present an additional challenge as to 
the representativeness of the QBO proxies used in regression 
analyses. During such disruptions, the amount of QBO variance 
explained by the two leading EOFs is substantially reduced and 
higher-order EOFs are necessary to fully capture the variability 
(Figure 3-2b). It has not yet been determined if these high-
er-order EOFs can adequately capture the correlated variability 
in ozone during the disruptions. In addition, while these were 
unprecedented in the observational record, they may not be 
isolated incidents. Accounting for QBO disruptions may become 
necessary for both current and future trend analyses.

3.2.1.2 El Niño-Southern Oscillation (ENSO)
The El Niño-Southern Oscillation (ENSO) is a pattern of al-

ternating warm and cold sea surface temperatures (SSTs) of the 
tropical eastern and western Pacific Ocean, which influence tro-
pospheric circulation and stratosphere-troposphere exchange. 
Warmer El Niño phases increase tropical upwelling, resulting in 
negative ozone anomalies in the tropical upper troposphere/
lower stratosphere (UTLS), whereas colder La Niña phases de-
crease tropical upwelling and result in positive ozone anomalies 
(Domeisen et al., 2019); ozone anomalies also occur at mid-lati-
tudes, which may differ separately by hemisphere with the ENSO 
phase (Ziemke et al., 2010; Oman et al., 2013). Ultimately, ENSO 
can substantially affect stratospheric circulation as a whole by 
influencing other transport mechanisms such as the QBO or the 
Brewer-Dobson circulation (BDC; Domeisen et al., 2019, and 
references therein). For example, the QBO propagates down-
ward more rapidly during an El Niño phase, and El Niño leads to 
a strengthened BDC associated with tropical stratospheric cool-
ing, warmer poles (Randel et al., 2009), and weaker stratospheric 
polar vortex (Ermakova et al., 2019). These interconnections 
make ENSO an important process controlling the interannual 
variations of stratospheric ozone but complicate any regression 
analyses that assume all proxies are orthogonal to each other.

The ENSO-related proxies used for long-term trend analyses 
are computed as an index that is derived from a number of pos-
sible oceanic and/or atmospheric parameters (Domeisen et al., 
2019). Among them are the Niño 3.4 Index, which derives direct-
ly from a time series of Pacific SST anomalies over a region in the 
tropical Pacific (Huang et al., 2017), and the multivariate ENSO 
index (MEI), computed from a principal component analysis of 
SSTs, surface air temperatures, sea level pressures, surface winds, 
and radiation over the tropical Pacific (Wolter and Timlin, 1998). 
These simple indices may capture the general ENSO pattern that 
correlates with ozone variability but do not account for the more 
subtle impacts of ENSO on circulation patterns. Stratospheric 
ozone anomalies and large SST anomalies are found not only 
during El Niño and La Niña but also during the transition phases 
(Lin and Qian, 2019). However, sometimes SST anomalies are not 
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Figure 3-2. (a) Zonal winds observed from radiosondes at Singapore (blue to gold shading) and the lapse-rate tropopause (black 
line). Disruptions in the zonal winds are noticeable by the ascending gold shading above 40 hPa in 2016 and 2020 that breaks 
the descending blue shading. (b) Amount of variance explained over time by the first two EOFs (light orange shading), the third 
EOF (dark orange), and the fourth EOF (blue), computed from the Singapore wind data excluding the two disruptions. Typically, 
80% or more of the QBO variability can be represented by the leading two EOFs, but the disruptions illustrate that additional 
EOFs are required to adequately capture the variability during these time periods. The two vertical red lines bracket September 
2019. [Adapted from Anstey et al., 2021.]

accompanied by corresponding atmospheric anomalies; these 
events are called uncoupled El Niño warming (Hu et al., 2020).

The potential disconnect between an ENSO proxy and ozone 
anomalies exists in part because ENSO’s influence is the by-prod-
uct of the propagation of highly regionalized effects to the rest 
of the atmosphere. Moreover, the remote impacts depend on 
the location and intensity of ENSO events. The SST anomalies are 
not always simply warm or cold in the eastern Pacific (“canonical 
ENSO”) but are sometimes warm in the Central Pacific (“ENSO 
Modoki”; Ashok et al., 2007) or even double-peaked with warm 
centers in both regions (Shin et al., 2021). These subtle differenc-
es can result in noticeable changes in stratospheric ozone. For 
example, the warm phase of canonical ENSO has been found 

to be associated with negative ozone anomalies in the SH lower 
stratosphere and positive ozone anomalies in the NH lower 
stratosphere, while the warm phase of ENSO Modoki results in 
the opposite (Lu et al., 2019).

Both the simplicity of the ENSO proxy and the way it is imple-
mented can affect long-term trend analyses. ENSO indices are a 
single time series, meaning they cannot alone account for any lag 
in the response. The response of stratospheric ozone to the phase 
of an ENSO index derived from tropospheric data is often delayed 
by several months, with the strongest anomaly appearing in the 
NH winter one year after El Niño (Lin and Qian, 2019). Another 
aspect of trend analysis implementation is the spatial coordinate 
system of the ozone data. For instance, when ozone is gridded 
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with respect to the location of the subtropical jet, its variability in 
the UTLS shows a stronger correlation with ENSO variability than 
if it was analyzed in the usual latitude/longitude/altitude coor-
dinate system, although this is still an active area of study (Olsen 
et al., 2019). Including the QBO in the analysis shows that ENSO 
generally dominates ozone variability around the subtropical jet, 
while the magnitudes of the QBO and ENSO impacts are more 
comparable at mid-latitudes.

3.2.1.3 Aerosols
The term “aerosols,” which is strictly defined as fine particles 

suspended in a gas, is essentially a catch-all term for everything 
in the atmosphere that is not a gas or cloud, although the focus is 
generally on the particle component. Aerosols exhibit many dif-
ferent compositions and originate from a variety of natural and an-
thropogenic sources (Kremser et al., 2016, and references there-
in), but the most common form of aerosol in the stratosphere is an 
aqueous suspension of sulfuric acid (Junge et al., 1961). The last 
Assessment went into detail regarding the sources and impacts 
of aerosols on ozone. In brief, aerosols affect ozone through two 
main mechanisms. The first is by offering a surface for heteroge-
neous chemistry that leads to denitrification and primarily leads 
to ozone destruction/enhancement in the presence/absence of 
chlorine. The second is by cooling the Earth’s surface and heat-
ing the stratosphere, which both alters chemical reaction rates 
and modifies circulation. The first mechanism is influential at the 
location of the aerosol, while the second mechanism can have im-
pacts beyond that. (See Chapter 6 for the potential ozone impacts 
of stratospheric aerosol from climate interventions.)

Stratospheric aerosol proxies for use with long-term ozone 
trend analyses are derived from long-term aerosol data records 
(e.g., Chouza et al., 2020; Kovilakam et al., 2020), which are 
composed of individual satellite- and ground-based measure-
ments. Since the last Assessment, several of these instrument re-
cords have been improved, including OMPS (Chen et al., 2018), 
OSIRIS (Rieger et al., 2019), and CALIPSO (Kar et al., 2019); a new 
instrument, SAGE III/ISS (Chen et al., 2020; Wang et al., 2020), 
has also been deployed, as mentioned in Section 3.1.3. These 
updated and new datasets have been used to generate a more 
consistent long-term multi-instrument stratospheric aerosol re-
cord with version 2.0 of the GloSSAC (Kovilakam et al., 2020). As 
an improvement over version 1.0 (Thomason et al., 2018), version 
2.0 uses the new SAGE III/ISS data to recalibrate the bias correc-
tion of OSIRIS and CALIPSO data so that they better align with the 
native aerosol extinction measurement of SAGE II and SAGE III/
ISS for a more consistent multi-decadal record.

While sulfate makes up the majority of stratospheric aero-
sol, and volcanic eruptions are the primary source, some other 
sources of stratospheric aerosol include black and brown/organ-
ic carbon components, which will impact the properties of the 
injected aerosol. Normally, carbonaceous aerosols do not make 
it into the stratosphere in appreciable levels, but the time since 
the last Assessment has seen the two largest fire-fueled thunder-
storms (pyroCbs; see also Chapter 6) ever recorded, and both 
resulted in smoke injection into the stratosphere. These fires were 
in Canada in 2017 (Bourassa et al., 2019; Kloss et al., 2019; Yu et 
al., 2019) and Australia in 2020 (Kablick et al., 2020; Khaykin et 
al., 2020; Schwartz et al., 2020; Yu et al., 2021). Smoke aerosols 
are typically larger than stratospheric sulfate particles, so they 
have more surface area to facilitate chemical processes. They also 

heat the stratosphere more efficiently, particularly black carbon, 
through absorption of both outgoing infrared and incoming solar 
radiation. The 2020 Australian wildfires resulted in denoxification 
typically seen with volcanic eruptions (Solomon et al., 2022) and 
unprecedented chlorine partitioning (Santee et al., 2022) that 
cannot be explained by existing sulfate aerosol-based modelling 
(Strahan et al., 2022), as well as the first major impact to global 
lower-stratospheric temperature (>0.5 °C) since the 1991 Mount 
Pinatubo eruption (Rieger et al., 2021; see Chapters 5 and 6). At 
the same time, stratospheric ozone was reduced by 0.1– 0.2 ppm 
throughout the SH mid-latitudes starting several months after the 
fires, an amount comparable to the impact of the 2015 Calbuco 
eruption (Figure 3-3). However, as a relatively recent occurrence 
with few published studies, there is still some debate as to how 
much of this observed low ozone was a result of the smoke in-
jected into the stratosphere (Rieger et al., 2021; Solomon et al., 
2022; Bernath et al., 2022) versus expected as a result of trans-
port from unperturbed natural variability (Santee et al., 2022; 
Strahan et al., 2022). 

Differences in the type of aerosol contributing to strato-
spheric aerosol perturbations can have implications for the nature 
of the aerosol proxy that is used and how it relates to changes in 
ozone. For example, aerosol surface area density would correlate 
quite well to chemistry, but smoke aerosol and sulfate aerosol 
of the same size would have substantially different radiative im-
pacts. Similarly, smoke and sulfate aerosol can have appreciably 
different particle size distributions and thus similar aerosol optical 
depth at one wavelength but very different at another. For ozone 
trend analyses across periods where smoke aerosol becomes 
the dominant aerosol influence, this may pose a problem for the 
usefulness of aerosol proxies that assume stratospheric aerosol is 
dominated by sulfate. However, the different impact of wildfires 
may be a problem only when an aerosol proxy is applied to data 
after the mid- to late 1990s, as the large ozone response to the 
Mount Pinatubo eruption in late 1991 will dominate any potential 
erroneous response to much smaller stratospheric aerosol injec-
tions that occurred after the early 2000s.

Another example of an atypical stratospheric aerosol injec-
tion event are the January 2022 eruptions of the Hunga Tonga-
Hunga Ha’apai volcano. These eruptions injected large amounts 
of water vapor into the stratosphere and are a topic of ongoing 
research but are expected to have some impact on stratospheric 
ozone, perhaps unlike that of previous eruptions of similar size 
(see Box 5-1).

3.2.1.4 Solar Radiation
Variations in the sun’s irradiance affect ozone through pho-

tochemical processes in the upper and middle stratosphere, as 
well as through possible associated dynamical feedbacks (Haigh, 
1994; Hood and Soukharev, 2003). Solar fluxes as a function of 
wavelength (spectral solar irradiance [SSI]) are needed to de-
scribe this forcing. Ultraviolet (UV) wavelengths shorter than 242 
nm are particularly important as they drive the primary production 
of ozone from oxygen photolysis. However, direct, stable, long-
term UV observations are not available due to the short lifetime 
of observing satellites and in-flight instrument degradation, mak-
ing an accurate representation of solar UV changes on decadal 
timescales a challenge. Solar UV variability is highly correlated 
with solar radio fluxes in the 10.7 and 30 cm ranges. While both 
are used, recent analyses indicate that in the context of attribution 



Chapter 3

169

Figure 3-3. (a) Ratio of OMPS-LP lower-stratospheric aerosol extinction at 745 nm to molecular scattering, an indicator of the 
presence of aerosols. Major sources of stratospheric aerosol during 2015–2020 are indicated. (b) Deseasonalized lower-strato-
spheric ozone anomaly from OMPS-LP. [Adapted from Rieger et al., 2021.]

Calbuco

Ambae

Raikoke

Ulawun

Aus. Fires

BC Fires

0

1

2

3

4

−20

−10

0

10

20

(a) OMPS aerosol

(b) OMPS ozone

60°N

30°N

0°

30°S

60°S

60°N

30°N

0°

30°S

60°S

2015 2016 2017 2018 2019 2020

Lo
w

er
 s

tr
at

os
p

he
ric

oz
on

e 
an

om
al

y 
[D

U
] 

74
5

 n
m

 e
xt

in
ct

io
n 

ra
tio

[a
er

os
ol

 /
 m

ol
ec

ul
ar

]

La
tit

ud
e

Year

studies, the 30 cm radio flux is a better representative of solar 
UV variability than the 10.7 cm flux (Dudok de Wit et al., 2014; 
Dudok de Wit and Bruinsma, 2017). Solar energetic particles are 
also important for stratospheric ozone, and these are discussed 
in Chapter 4.

In the last Assessment, consistency in the estimated effects 
of solar forcing on ozone over the past decade was low. This was 
due to different derived responses of ozone to solar variability be-
tween different ozone datasets, as well as surprising observations 
of the 11-year solar cycle, which indicated much larger variability 
for some UV wavelengths compared to previous observations. 
Progress has been made in these areas. 

Since the previous Assessment, new analyses and corrected 
ozone datasets have led to closer agreement on the magnitude 
and location of the ozone response to the solar cycle. The last 
Assessment reported that the observed ozone/solar cycle re-
sponse had reduced to ~1% in the upper stratosphere (Dhomse 
et al., 2016; Maycock et al., 2016), with estimates from SBUV 
MOD v8.6 mixing ratio data showing a smaller signal than the 
SAGE II v7.0 number density data. While it was further noted that 
estimates from number density data (Figure 3-4a) were more ro-
bust (Ball et al., 2019b), unexplained differences remained. More 
recent studies now suggest the smaller solar-ozone response 
from SBUV data is likely a result of a satellite drift (Li et al., 2016; 
Ball et al., 2019b). Accounting for this, new SBUV and SAGE 

II-based composites agree that the magnitude of the maximum 
solar response in the tropics is ~2% (2σ uncertainty of 1%) and 
occurs at ~7 hPa (35 km; Figure 3-4b), although the peak is verti-
cally broad (5–10 hPa or ~32–38 km). This is a lower altitude than 
in some earlier studies (Soukharev and Hood, 2006; Dhomse et 
al., 2016; Figure 3-4a). 

While these results include data from the Aura MLS satellite 
(operational since 2004), they are also in broad agreement with 
a recent study that used Aura MLS data alone (Dhomse et al., 
2022), factoring in the magnitude of the solar cycle and associat-
ed uncertainties. This recent study covers a period (2005–2020) 
of monotonic changes in equivalent effective stratospheric chlo-
rine (EESC) and few volcanic eruptions that could substantially 
influence the stratosphere (see Section 3.2.1.3). It found an ozone 
response of ~3% with a single broad peak at ~5 hPa (~38 km) in 
the tropical stratosphere. A secondary ozone peak in the tropical 
lower stratosphere, discussed in the previous Assessment and 
thought to be a dynamical response to the solar cycle, was found 
to be notably smaller than in previous estimates when consider-
ing Aura MLS data alone (Dhomse et al., 2022). These results are 
robust across several multiple linear regression approaches (see 
Section 3.2.2).

The previous Assessment also reported that, at the time, the 
latest measurements showed much larger variability across solar 
cycles for some UV wavelengths than previous observations. 
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Figure 3-4. The response in upper-stratospheric tropical (25°S–25°N) ozone due to solar cycle forcing (solar maximum mi-
nus solar minimum) for different datasets and time periods. (a) Analyses performed over different periods (between 1979 and 
2007) by Maycock et al. (2018) (“MEA18”; dashed), using ozone data from Bodeker Scientific (“Bodeker”; Bodeker et al., 2013); 
Soukharev and Hood (2006) (“SH06”), using ozone data from SBUV (black circles), SAGE-II (dark gray squares), and HALOE 
(light-gray triangles); and sensitivity analyses for periods that end in 2003 using the SBUV NASA (MOD) data only (orange, solid/
dashed) and using different versions of the BASIC dataset (Ball et al., 2017, 2019b; light blue, blue, red, pink). (b) Analyses per-
formed with the SBUV and BASIC ozone datasets for the full analysis period, 1985–2016 (colors in legend represent the same 
datasets as in the legend in [a]). [Adapted from Ball et al., 2019b.]
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However, observed and reconstructed SSI datasets driven by 
analysis of new SSI observations from the SORCE satellite mission 
are now converging, reducing uncertainties in the attribution of 
ozone variability to SSI variability. Variability in UV fluxes in cycle 
24 (1996–2008) reported early in the SORCE mission was larger 
than previous estimates (Harder et al., 2009) and has been reg-
ularly revised down. In cycle 25 (2008–2019), SORCE observa-
tions showed relatively lower variability, in better agreement with 
that of the two main SSI reconstructions (Krivova et al., 2010; Yeo 
et al., 2014; Coddington et al., 2016). These reconstructions 
have been merged to form the climate model forcing data for the 
latest generation of multi-model experiments (e.g., CMIP6; see 
Box 3-4; Matthes et al., 2017). Moreover, retrievals from TSIS, 
SORCE’s successor, also display similar behavior to these solar 
irradiance reconstructions, albeit only within uncertainties and for 
a short overlap period (Mauceri et al., 2020). 

Finally, since the previous Assessment, there have been 
additional chemistry-climate model (CCM) simulations of the 

solar-ozone response in the tropical lower stratosphere. The 
response in ozone was as high as 6% in earlier analyses (Austin 
et al., 2008); in the new simulations, the response is smaller, 
~2%, and more consistent across CCMs (Maycock et al., 2018). 
However, some differences in the solar response remain in CCMs, 
attributable to remaining uncertainties in solar cycle SSI changes 
and structural uncertainty in the models (Kunze et al., 2020). 

3.2.1.5 Other Dynamical Influence Factors
Patterns of atmospheric circulation and transport have a 

marked effect on the distribution of ozone around the globe. In 
addition to sources of transport already discussed as part of other 
natural variability proxies, some of the largest influences on ozone 
variability are the BDC, atmospheric jets and waves, and the di-
rect exchange of air between the lower stratosphere and upper 
troposphere. Some of the more influential examples of these dif-
ferent mechanisms are discussed here. 
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The BDC describes the global-scale meridional circulation 
in the stratosphere. It largely dictates the distribution of strato-
spheric ozone through transport and chemistry and is driven by 
atmospheric waves originating in the troposphere (e.g., Butchart, 
2014). While long-term trends in the BDC (Chapter 5) will impact 
long-term ozone trends, variability at shorter timescales is also im-
portant. For example, ozone trends calculated in BDC-sensitive 
locations (such as the tropics at ~35 km) vary considerably de-
pending on the time period analyzed, and this has been attribut-
ed to sub-decadal variation in the strength of the BDC (Arosio et 
al., 2019; Galytska et al., 2019). At multi-decadal timescales, BDC 
strength may be coupled to the Interdecadal Pacific Oscillation 
(IPO; e.g., Henley et al., 2015). Model simulations suggest that 
the IPO could explain up to 50% of the decadal variability in tropi-
cal mid-stratosphere ozone (Iglesias-Suarez et al., 2021).

Year-to-year variability of the polar vortex strength also in-
fluences the ozone distribution not only in polar regions but also 
at mid-latitudes. This is especially important for the Northern 
Hemisphere, where the polar vortex is often disturbed by plan-
etary wave activity. In particular, the anticipated ozone recovery 
in late winter has been shown to be sensitive not only to ODS de-
cline but also to the polar vortex changes, and late-winter ozone 
recovery could be substantially delayed in some regions of the 
NH extratropics due to trends in the polar vortex driven by climate 
change (Zhang et al., 2018; von der Gathen et al., 2021; see also 
Chapter 4).

Another source of ozone variability in the lower stratosphere 
are intrusions of tropospheric air. The uplift of tropospheric air 
occurs along the ascending warm conveyor belt of the cyclon-
ic structure (Stohl, 2001). Most tropospheric intrusions do not 
reach high altitudes, predominantly staying within the UTLS layer, 
where their impact on ozone concentrations is comparatively 
small. However, deep intrusions can even lead to the formation 
of intermittent ozone “mini-holes” (Reutter et al., 2015; Sofiev 
et al., 2020). A recent example of tropospheric influence is the 
persistent smoke-charged vortex generated by the 2019/20 
Australian wildfires, which caused an ozone mini-hole (Khaykin et 
al., 2020). Currently, tropospheric intrusions do not have a no-
ticeable impact on ozone trends, but the impact could increase if 
such events became more frequent in the future (see also Section 
3.2.1.3). 

The previous Assessment detailed dynamical proxies that 
can be used in the ozone trend analysis-eddy heat flux (EHF), tro-
popause pressure, the Arctic Oscillation (AO), the North Atlantic 
Oscillation (NAO), the Antarctic Oscillation (AAO), and an index 
for the upper branch of the BDC (UBDC)—with more recent 

studies also using proxies related to the Indian Ocean Dipole 
(Krzyścin, 2017; Thompson et al., 2021; Table 3A-1). Using dy-
namical proxies can improve the regression fit in some regions, 
but they can only partly explain the complicated and intermittent 
structure of dynamical variability. Moreover, since changes in 
dynamics can also be a response to a long-term driver, the use 
of these proxies requires care in interpreting what is driving and 
what is responding to long-term perturbations. However, at least 
for the middle and upper stratosphere, zonally averaged ozone 
trends outside of the polar regions are not very sensitive to the 
inclusion of EHF, NAO/AO, and AAO indices. (SPARC/IO3C/
GAW, 2019; see also Section 3.2.2).

3.2.2 Long-Term Trends and Trend Models
In addition to proxies for natural variability, regression model 

approaches for understanding changes in ozone also include 
a long-term trend component (Laine et al., 2014; Weber et al., 
2018; SPARC/IO3C/GAW, 2019). This component does not nec-
essarily have a well-defined form or cause. Obvious candidates 
are long-term changes in ODSs or temperature, but any long-term 
changes in transport mechanisms or concentrations of non-halide 
species involved in regular ozone chemistry can play a role. 

The statistical approach to modeling ozone determines how 
the long-term changes are captured. In multiple linear regression 
(MLR; e.g., see WMO, 2018), the form of long-term changes is 
prescribed, usually being either linear or chemistry based. Linear 
forms, such as the piecewise linear trend (PWLT; Newchurch et 
al., 2003) and independent linear trend (ILT; WMO, 2014; Weber 
et al., 2018; SPARC/IO3C/GAW, 2019), allow for the possibility 
of a turnaround in the trend but will not follow the curvature of 
ODS-related changes. Chemistry based forms, such as the EESC 
proxy (Newman et al., 2007) or EOFs based on it (Damadeo et al., 
2014), assume a turnaround in the long-term trend related to the 
mean age-of-air, which itself may be variable over time (Li et al., 
2018). However, these will be ineffective (single proxy) or less ef-
fective (2 x EOF proxy) in representing monotonic trends. On the 
other hand, dynamic linear model (DLM; Laine et al., 2014; Ball et 
al., 2018; Alsing, 2019) or ensemble empirical model decompo-
sition (EEMD; Bai et al., 2017; Boleti et al., 2020) approaches can 
estimate a smoothly varying background trend without assuming 
its shape. These trend models allow the freedom to accurately 
represent the nonlinearity of long-term changes, whether they 
have a turnaround or are monotonic. However, the curvature near 
the beginning or end of the analysis period is less constrained and 
subject to larger influence from interannual variability, especially 
when this is not well represented by the proxies, although such 

PWLT ILT EESC EESC EOFs DLM

Allows for a variable turnaround date No Yes No Yes Yes

Allows for monotonic trends Yes Yes No Yes Yes

Can follow nonlinearity of chemical 
changes

No No Yes Yes / Not as well when 
monotonic

Yes

Local trend affected by end data (rela-
tive comparison between methods) 

Middle Middle Smallest High Highest

Comparative computational cost Low Low Low Low High

Table 3-1. Comparison of five different trend models for ozone. Abbreviations are defined as follows (see also Section 3.2.2): 
piecewise linear trend (PWLT), independent linear trend (ILT), effective equivalent stratospheric chlorine (EESC), EESC empirical 
orthogonal functions (EESC EOFs), and dynamic linear model (DLM). 
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Figure 3-5. Example comparison between differ-
ent trend models fitted to annual mean TCO at Ho-
henpeißenberg. Observations (solid black circles) 
are fitted with an MLR regression model including 
a PWLT and proxies for the QBO, solar cycle, Arctic 
Oscillation, and stratospheric aerosol with chlorine 
weighting (open gray circles). Also shown are differ-
ent trends: an MLR-based trend result using a PWLT 
(red line), a single EESC-based trend (orange line), 
and a DLM-based trend (blue line) with its 1σ-un-
certainties (blue shading). Despite differences over 
shorter timescales in the representation of the non-
linearity of changes in the data, the overall trends are 
similar among the three trend models. [Adapted and 
updated from Steinbrecht et al., 2011.] 
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influence is encompassed by larger uncertainties during these 
periods. The pros and cons of the different trend models are out-
lined in Table 3-1, but it is important to note that when applied to 
decades of data, trends are usually well represented by all of the 
models (Figure 3-5), with varying levels of uncertainty.

While the choice of trend model is important, the method-
ology of the applied analysis is equally, if not more, important. 
Trend analyses rely on widely accepted statistical regression 
techniques that are becoming increasingly sophisticated (e.g., 
more aspects of variability, more detailed uncertainty analysis). 
The most commonly applied technique is MLR, but DLM-like 
techniques have become increasingly popular, especially with 
the availability of pre-written code (Alsing, 2019), and are being 
explored in community-wide efforts like LOTUS (SPARC/IO3C/
GAW, 2019). Current implementations of both MLR and DLMs 
are similar in their underlying construction and assumption of a 
linear dependence of the regressed data on proxies. However, 
they differ fundamentally in their underlying statistical principles 
(Bayesian versus frequentist; see Box 3-1) and in how they model 
the time evolution of the data. 

DLMs are underpinned by a Kalman filter framework and 
have advantages over traditional MLR approaches (Alsing, 2019): 
they allow 1) a flexible, time-varying background trend, 2) season-
al and regressor variables to modulate in time, 3) a better treat-
ment of auto-regressive processes, and 4) a better treatment of 
time-varying errors. While many of these can be incorporated into 
ever-more complex MLR models, it is the smoothly varying trend, 
with no assumption of when or how many inflection points might 
occur, that has the most obvious advantage over MLR (Figure 
3-5). For this reason, DLM approaches are more flexible and 
provide more information about how ozone evolves over time, 
particularly for the seasonal and trend components.

Ultimately, both techniques are useful for long-term trend 
analyses, with each having its own benefits and caveats. Although 
increasing the complexity of statistical models comes at the cost 
of a substantial increase in the required computing power (espe-
cially for DLMs or similar), these more complex models can be 
applied to gain more insightful and robust results.

3.2.3 Trend Significance
No value carries substantial meaning without an associated 

uncertainty. It is important to know whether the result is different 

from zero by greater than some margin of uncertainty (known as 
statistical significance). Statistical significance offers a convenient 
way to display in a single figure both the magnitude of trends 
and their “importance.” The most commonly used metric of sig-
nificance is the 95% confidence interval, assuming a Gaussian 
distribution (2σ for most statistical applications), but the choice 
is somewhat arbitrary. Results that are significant at the 90% (or 
lower) confidence interval, for instance, may still be valid and 
worthy of discussion. Moreover, multiple significance tests (e.g., 
trends at different grid points) alter the calculation of significance 
(Wilks, 2006). Note that studies that take a Bayesian perspective 
on data analysis will quote “credible intervals”; while these re-
quire a slightly different interpretation, they can be regarded in a 
similar way (Box 3-1). 

For the sake of comparison with previous Assessments, un-
certainties shown throughout this chapter are the 2σ uncertain-
ties, unless otherwise stated. However, it is important to note that 
trend results displayed where uncertainties encompass zero may 
still be indicative of meaningful change and may be worth dis-
cussing. Finally, unless otherwise stated, uncertainties reported 
here are random statistical uncertainties and do not consider the 
potential influence of data quality complications (e.g., sampling 
biases or instrumental drifts; see Section 3.1) as these are general-
ly not included or quantified in the referenced studies.

3.3 PAST OZONE

Investigating past changes in ozone in observations and 
in models is critical to both understanding the impacts of natu-
ral and anthropogenic forces on ozone in Earth’s atmosphere 
and evaluating the efficacy of the Montreal Protocol. Analysis of 
past ozone is performed on two representations of ozone: total 
column ozone (TCO) and vertical profiles. Total column measure-
ments encompass all ozone from the surface to the top of the at-
mosphere and are useful because they best represent changes in 
how much damaging solar UV radiation reaches Earth’s surface. 
To fully understand why these changes occur requires knowledge 
of the vertical distribution of ozone, provided by vertical profile 
measurements or partial columns. Analysis of profile observations 
is focused primarily on the stratosphere, where the ozone layer 
is located and where global satellite observations are of highest 
quality.
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Analyses of long-term stratospheric ozone trends have tradi-
tionally been broken down into two periods: before and after the 
late-1990s/early-2000s. As reported in previous Assessments, 
ozone exhibits a noticeable decrease in the stratosphere at al-
most every altitude and latitude from the time when global obser-
vations started in the late 1970s until the late 1990s, after which it 
appears to flatten out or even increase (see also Section 3.3.2.1). 
While the magnitude of the pre-1990s decrease varies by loca-
tion, the primary contributor to the decrease was the increase of 
ozone-depleting substances (ODSs) in the stratosphere, the con-
centration of which peaked in the late 1990s (Chapter 1). The re-
sults of trend analyses on this “pre-turnaround” period have been 
extensively discussed in prior Assessments and have not changed 
appreciably, even with the addition of new analysis techniques. 
As such, the discussion here mainly focuses on the period after 
the peak of ODSs in the stratosphere.

This section assesses changes in TCO (Section 3.3.1) and the 
vertical distribution of ozone (Section 3.3.2). In addition, spe-
cial focus is given to the upper troposphere/lower stratosphere 
(UTLS) region, where a large fraction of atmospheric ozone 
resides, where the dynamical variability is largest, and where 
there has been considerable uncertainty in the ozone trends 
and discrepancies with models (Section 3.3.3). Finally, attention 
is also given to model simulations of past ozone changes and 
their use in attributing different drivers of ozone trends (Section 
3.3.4). Information on the measurement datasets can be found in 
Appendix 3A and the associated tables (Tables 3A-2 to 3A-5).

3.3.1 Changes in Total Column Ozone

3.3.1.1 Interannual Variability
Since the mid-1990s, there has been only a small long-

term trend in TCO, with substantial year-to-year variability. The 
time series of annual mean TCO are shown in Figure 3-6 for the 
near-global average (60°S–60°N) and three selected broad-lat-
itude bands (35–60°N, 20°S–20°N, 60–35°S; Weber et al., 

Figure 3-6. Time series of annual mean TCO (in DU), for 1979–
2020, and linear trends, for 1979–1995 and 1996–2020, in four 
zonal bands: near global (60°S–60°N), NH mid-latitudes (35–
60°N), tropics (20°S–20°N), and SH mid-latitudes (60 –35°S). 
Data are from WOUDC ground-based measurements combining 
Brewer, Dobson, SAOZ, and filter spectrometer (orange); the 
BUV/SBUV/SBUV2 v8.7/OMPS merged products from NASA 
(MOD v8.7, dark blue) and NOAA (COH, light blue); the GOME/
SCIAMACHY/GOME-2 products from University of Bremen 
(GSG; dark green); and the GOME/SCIAMACHY/GOME-2/OMI 
products from ESA/DLR (GTO; light green). See Appendix 3A for 
the references associated with these datasets. All five datasets 
have been bias-corrected by subtracting averages for the refer-
ence period 1998–2008 and adding back the mean of these av-
erages. The dashed lines in each panel show the average ozone 
level for 1964–1980 calculated from the WOUDC data. The thick 
red lines show the median of MLR models. The black dashed lines 
are the linear trend as calculated with an MLR trend model using 
typical proxies, whereas the solid black lines are the linear trends 
as calculated with an MLR with additional dynamical proxies (see 
Section 3.3.1.2). [Adapted from Weber et al., 2022.]
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2022). On average, the current (2017–2020) TCO is about 2.3% 
below the 1964–1980 mean (reference mean) in the near-global 
average, about 1.1% below the reference mean in the tropics, and 
about 3.6% and about 4.7% below the reference mean in the NH 
and SH mid-latitudes, respectively (Figure 3-6). 

Most of the anomaly pattern in the annually averaged ozone 
in years since the previous Assessment is well understood and can 
be explained with varying combinations of dynamical influences 
(Matthes et al., 2010; Domeisen et al., 2019; Coldewey-Egbers et 
al., 2020; Section 3.2). For example, the influence of the Quasi-
Biennial Oscillation (QBO) on ozone can be seen in the 2018 
anomalies. Compared to the annual means observed in the last 
decade, NH and SH mid-latitude TCO values were high and the 
tropical values were low, all associated with the easterly phase 
of the QBO at 50 hPa. Moreover, an assessment of the impact of 
major sources of natural variability on recent ozone interannual 
variability is consistent with established correlations in ozone 
anomalies with the QBO at 30 hPa, El Niño-Southern Oscillation 
(ENSO), and solar cycle signals (Coldewey-Egbers et al., 2020).

In 2019, the SH mid-latitude TCO anomalies remained high. 
A persistent, weak polar vortex (perturbed by a SH stratospheric 
warming event; Chapter 4) associated with a strong hemispher-
ic Brewer-Dobson circulation (BDC) led to more ozone being 
transported into SH mid-latitudes (Weber et al., 2020). The 2020 

annual near-global mean and the annual mid-latitude mean in 
both hemispheres are below the decadal average of 1998–2008 
(Weber et al., 2022). This negative anomaly, which is still within 
the variability observed in recent years, is due to a combination 
of very low polar ozone during the Arctic winter/spring (Weber 
et al., 2022), a large and stable Antarctic ozone hole during that 
year (see Chapter 4), and potentially the impact of the Australian 
wildfires on the stratosphere (Section 3.2.1.3). 

The disruption of the downward propagation of the QBO 
westerly phase in 2019/20 is similar in many aspects to the one 
observed in 2016 (WMO, 2018; SPARC/IO3C/GAW, 2019, and 
references therein) but was initiated by horizontal momentum 
transport from the Southern Hemisphere (see Section 3.2.1.1). 
Some influence of this event might have contributed to the ob-
served 2020 TCO anomalies, which are similar to 2016 and are 
consistent with our understanding of QBO-induced air mass 
transport (Weber et al., 2022). Overall, with four more years of 
data, our understanding of interannual TCO variability remains 
robust and unchanged compared to the previous Assessment.

3.3.1.2 Trends
The TCO trend estimates for the time series shown in Figure 

3-6 are based on a multiple linear regression (MLR) method (fit 
shown as black lines) that uses the typical proxies (see Section 3.2.1 
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Figure 3-7. TCO linear trend in % decade–1 as a function of latitude for 1979–1995 (blue) and 1996–2020 (red), estimated using 
SBUV NASA (MOD), SBUV NOAA (COH), GTO, GSG, and WOUDC datasets, with (a) an MLR model that includes typical proxies 
and (b) an MLR model that includes additional dynamical proxies (see Section 3.3.1.2). Trends shown are the linear trend (% 
decade–1) of the ensemble median (thick blue and red lines), as well as the 2σ uncertainty (blue and red shading) from the regres-
sion. Overlayed thin lines show trends from individual datasets without their uncertainties. Also shown (dashed green line) is the 
expected trend from changes in ODSs alone. This is derived from the 1979–1995 ODS trend, as represented by EESC, and by 
applying a scaling to account for the rate of change in EESC post-1996 relative to pre-1996 (i.e., “EESC-related 1:3 ratio”). [From 
Weber et al., 2022.]
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and Table 3A-1) and the independent linear trend (ILT) model 
(Table 3-1) (Weber et al., 2022). Trend estimates are derived for 
the near-global (60°S–60°N) annual mean and for annual mean 
zonal-mean data in the same three latitude bands considered for 
the TCO year-to-year variability. Near-global 1996–2020 trends 
are on the verge of a significant increase (+0.3 ± 0.3% decade–1; 
Weber et al., 2022), whereas trends in different latitude bands 
do not show a uniform picture. In the SH mid-latitudes, the trend 
is significant at the 2σ level (+0.8 ± 0.7% decade–1), while the 
trend in NH mid-latitudes is negligible and not significant (+0.0 
± 0.7% decade–1), and there is only a small non-significant trend 
after 1996 in the tropics (+0.2 ± 0.3% decade–1). Similar trend val-
ues were reported in the last Assessment (see also SPARC/IO3C/
GAW, 2019), although with four more years of data and an updat-
ed trend model, the near-global mean and SH mid-latitude trend 
become significant. The apparent discrepancy in the significance 
of near-global and latitudinally resolved trends is a result of dif-
ferent causes for variability in the three latitude bands, which can 
compensate for each other when aggregated globally (see also 
Coldewey-Egbers et al., 2014; Steinbrecht et al., 2018; Weber et 
al., 2018). 

Latitude-dependent TCO trends are shown in Figure 3-7a 
in 5° latitude bins for the 1979–1995 and 1996–2020 periods. 
The pre-1996 decreases, which have been discussed extensively 
in previous Assessments, show a latitudinal dependence, with 
values ranging from nearly zero in the tropics to statistically sig-
nificant negative trends at mid-latitudes in both hemispheres. The 
latitude-dependent trends after 1996 are largely consistent with 
the results for the broader zonal bands and with those given in the 
last Assessment (see also Weber et al., 2018), even with an addi-
tional four years of data. There are small (<1% decade–1), mostly 
positive trends in the SH mid-latitudes and near zero (<0.5% de-
cade–1) trends in the tropics and NH mid-latitudes. Almost all the 
trends are statistically insignificant.

While computing trends in TCO is important, understanding 
what causes these trends is equally so. An attempt at isolating 
trends from ODS-induced changes only is shown in Figure 3-7b. 
The trends shown in Figure 3-7 are derived from nearly identical 
MLR analyses (Weber et al., 2022), with both incorporating ex-
planatory variables for natural variability (i.e., QBO, ENSO, solar, 
and aerosol) and ILT-proxy trends, but differing in that Figure 3-7b 
also includes AO (Arctic Oscillation), AAO (Antarctic Oscillation), 
and BDC proxies (Table 3A-1). These additional dynamical prox-
ies have a trend themselves, meaning the resulting trend from the 
regression is no longer representative of all long-term changes in 
TCO. An independent estimate of the “expected” ODS-related 
post-1996 changes, which is based on equivalent effective strato-
spheric chlorine (EESC), is shown as dashed green lines in Figure 
3-7. ODS concentrations, as represented by EESC, are expected 
to decrease at about one-third of the rate they increased before 
the 1990s (Dhomse et al., 2006; Weber et al., 2018), and so the 
magenta lines are simply the pre-1996 trends multiplied by –⅓, 
illustrating what the post-1996 trends would look like assuming 
they were purely driven by ODS changes. The derived post-1996 
trends in both the Northern and Southern Hemisphere are in 
much better, though not complete, agreement with the estimat-
ed ODS-based trends when the additional explanatory variables 
(Figure 3-7b) are used in the regression. This suggests that the 
linear trends from Figures 3-6 and 3-7b are to a large part at-
tributable to ODS changes only, demonstrating the success of 

the Montreal Protocol and its Amendments and adjustments at 
protecting stratospheric ozone. It also implies that the additional 
proxies are useful in capturing important components of dynam-
ical variability, including how possible trends in dynamics impact 
long-term changes in ozone. The difference between the derived 
post-1996 trends in Figures 3-7a and 3-7b suggests that the 
long-term changes in dynamics, as captured by the AO, AAO, 
and BDC proxies, are contributing to negative trends of up to 
0.5% decade–1 in TCO, offsetting the positive ODS related trends, 
particularly in NH mid-latitudes.

When the MLR, including the additional dynamical proxies, 
is applied to the data for the broad-latitude bands (Figure 3-6, 
black solid line), trends and significance for the latitude bands 
change compared to the results of the MLR without these prox-
ies. Trends for the near-global (+0.4 ± 0.2% decade–1) and SH 
mid-latitude (+0.7 ± 0.6% decade–1) TCO are significant (Weber 
et al., 2022), and the NH mid-latitude trends are on the verge of 
significance (+0.5 ± 0.5% decade–1), but the tropical trends are 
still not significant, even with the additional proxies considered.

Besides the differences in latitudinally resolved trends, TCO 
trends, derived from the period 1997–2020, also show a longi-
tudinal dependence. Trends derived from a recently updated 
dataset based on GOME-type (GTO) satellite measurements 
(Coldewey-Egbers et al., 2022), with a MLR trend model where 
dynamical proxies for the AO and AAO are included, are positive 
in most parts of the globe (Figure 3-8) and statistically non-signif-
icant (at 0.3 ± 0.6% decade–1) in the tropics but significant (at 1.0 
± 0.9 % decade–1) for some regions of the SH mid-latitudes. The 
largest positive trends of about 1.5% ± 1.0% decade–1 are found 
in in the NH in the northwestern part of Europe and in the North 
Atlantic region and in the SH higher latitudes (up to 2.8 ± 2.6 % 
decade–1) in the region of the Southern Ocean, while non-signifi-
cant trends are estimated above Eurasia (–1.0 ± 1.0 % decade–1). 
GTO-derived trends are consistent with the latitude band picture 
given by WOUDC and SBUV datasets (see Figure 3-7), where 
TCO trends during the recovery period are only significant in the 
SH mid-latitudes (Coldewey-Egbers et al., 2022).

In a different study, zonally asymmetric TCO trends estimat-
ed using principal component analysis on a dataset combining 
TOMS, GOME, SBUV, and OMI for the 1997–2015 period are re-
ported as negative and significant over the North Pacific and pos-
itive and significant over northwestern North America in February 
(Zhang et al., 2019). This asymmetric behavior is attributable to 
a polar vortex shift, which causes not only interannual variability 
of regional TCO but also a significant reduction of TCO over the 
central Eurasian continent (Figure 3-8). This effect is opposite 
to the expected increase in ozone due to reduced atmospheric 
ODS concentrations and is an example of how dynamical chang-
es could affect the timing of TCO recovery in different regions 
(Zhang et al., 2018).

Ground-based FTIR measurements provide total column 
ozone and ozone partial columns for the period 2000 –2020. 
Post-2000 TCO trends estimated from five different FTIR measure-
ment sites are consistent, within their uncertainties, with trends 
estimated from the WOUDC and SBUV datasets as determined 
by MLR with the typical proxies (see Figure 3-7). TCO trends over 
2000 –2020 at FTIR stations within the NH mid-latitudes and in 
the tropics are slightly negative but non-significant, while the 
trend at a station in the SH mid-latitudes is positive and significant 
at 1.1 ± 0.9% decade–1 (updated from Vigouroux et al., 2015).
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Seasonally resolved post-1997 TCO trends have also been 
derived from the GTO 5° × 5° gridded dataset. The seasonality in 
the trend is not very pronounced, and most of the regions show 
trends that are not significant at the 95% confidence level. In the 
Northern Hemisphere, a strong trend over the North Atlantic is 
significant and positive for all seasons and varies in intensity, 
and a negative trend over Eurasia is significant except in winter 
(December to February). In the Southern Hemisphere, regions 
of significant positive trends are reported throughout the year 
in the extratropics but are stronger between March and May in 
the mid-latitudes (the Pacific region, south of Africa, and south of 
Australia; Coldewey-Egbers et al., 2022).

3.3.2 Changes in the Vertical Distribution of 
Ozone

3.3.2.1 Time Series
The ozone decline in the 1980s and 1990s, caused by in-

creasing atmospheric concentrations of ODSs, has now transi-
tioned to a slow ozone increase in both hemispheres (SPARC/
IO3C/GAW, 2019). This is consistent among the ground- and 
satellite-based measurements and model simulations from the 
Chemistry-Climate Model Initiative (CCMI-1; REF-C2 experiment: 
see Morgenstern et al., 2017) for all latitude bands and in the 
middle and upper stratosphere, despite the larger variability of 
the ground-based measurements. This is apparent in the evo-
lution of observed and modeled annual mean deseasonalized 
ozone anomalies, relative to the 1998–2008 climatology of each 
individual plotted dataset, in the upper stratosphere (42 km or 
2 hPa) and in the lower stratosphere (19 km or 70 hPa), as shown 
in Figure 3-9. A direct comparison of individual years between 
the CCMI-1 output and measured anomalies is not possible as 
natural forcings and variability in the REF-C2 simulations used in 
this comparison are either absent or are not as observed (e.g., 
volcanoes, QBO). 

Ozone anomalies over 2017–2020 in the upper stratosphere 
from most datasets are positive relative to the 1998–2008 aver-
age, consistent with expectations from the CCMI-1 simulations. 
This is true for the NH and SH mid-latitudes and to a lesser extent 
for the tropics. In contrast, lower-stratospheric ozone anomalies 
over 2017–2020 continue to be about the same as for the 1998–
2008 average. In 2019 and 2020, stratospheric ozone values 

were lower than in previous years and below the level expected 
from model simulations (Weber et al., 2020). The particularly low 
2020 annual mean is the result of a very weak BDC and a large and 
stable Antarctic ozone hole (Klekociuk et al., 2021; Weber et al., 
2021). Such large variability, driven by variations in meteorology 
and transport (Chipperfield et al., 2018), is typical for the lower 
stratosphere and impedes drawing definite conclusions about 
long-term trends, especially for the mid-latitudes (30°–60°) in 
both hemispheres (see Section 3.3.3).

3.3.2.2 Trends as a Function of Latitude
Estimates of vertically resolved trends as a function of lati-

tude are possible from seven merged satellite ozone datasets, 
which include the six datasets used in the last Assessment and 
by LOTUS (SPARC/IO3C/GAW, 2019) alongside the new SAGE 
II-SCIAMACHY-OMPS dataset (Godin-Beekmann et al., 2022). 
Altitude-latitude cross sections of ozone trends for 2000 –2020 
(Figure 3-10) are similar to those reported in the last Assessment, 
with the new SAGE II-SCIAMACHY-OMPS dataset yielding results 
that are similar to those from the other SAGE-containing datasets. 
All the datasets show positive and statistically significant trends 
for the post-2000 period in the upper stratosphere, in the range 
of about 2–7% decade–1, with more pronounced trends at mid-lat-
itudes than in the tropics in both hemispheres. Except for SBUV 
MOD, all results indicate positive tropical trends in the upper 
stratosphere (above ~40 km), although the trends are somewhat 
smaller and not always statistically significant. Trends in the mid-
dle stratosphere (25 – 40 km) are slightly positive (0 –3% decade–1) 
in most datasets at SH mid-latitudes and slightly negative (−2– 0% 
decade–1) at NH mid-latitudes and in the tropics, although these 
are typically not statistically significant. Estimated trends in the 
lower stratosphere (tropopause to 25 km) are mostly negative but 
are also rarely statistically significant. The trends were determined 
using the ILT regression model (Section 3.2.2), which was applied 
to the full available observational period (1984–2020). 

Profiles of ozone trends in broad-latitude bands for the same 
seven datasets (Figure 3-11) all show significant positive ozone 
trends in the upper stratosphere at mid-latitudes in both hemi-
spheres (60 –35°S and 35–60°N), in the range of 1–3% decade–1 
(mean ~1.9% decade–1 in the Southern Hemisphere and ~2.2% 
decade–1 in the Northern Hemisphere) for the post-2000 peri-
od. In the tropical (20°S–20°N) upper stratosphere, the trends 

60°N

30°N

0°

30°S

60°S

Ozone trend (1997–2020) [% decade–1]
–2 –1 0 1 2

Figure 3-8. Latitude- and longitude-dependent TCO 
trends (5° × 5° resolution) derived using MLR (including 
AAO/AO but not the BDC) for the 1997–2020 period, in 
% decade–1. Trends are from GOME-type satellites (GTO), 
which include measurements from GOME, SCIAMACHY, 
OMI, and TROPOMI. Gray dots denote locations where 
the trends are not significant at the 95% confidence lev-
el. [Figure from Coldewey-Egbers et al., 2022].



Chapter 3

177

Year

–5

0

5

10

15

20

–5

0

5

10

15

20

–5

0

5

10

15

20

–5

0

5

10

15

20

(b) 2 hPa / 42 km

1970 1980 1990 2000 2010 2020

60°S–60°N

35°N–60°N

20°S–20°N

60°S–35°S

–15
–10

–15
–10

–15
–10

–15
–10

–5
0
5

10
15
20

–5
0

5
10
15
20

–5
0
5

10
15
20

oz
on

e 
an

om
al

y 
[%

]

–5
0

5

10
15
20

(a) 70 hPa / 19 km

1970 1980 1990 2000 2010 2020

60°S–60°N

35°N–60°N

20°S–20°N

60°S–35°S

–15
–10

–15
–10

–15
–10

–15
–10

SBUV NASA (MOD)
SBUV NOAA (COH)
GOZCARDS

SWOOSH
SAGE-CCI-OMPS
SAGE-OSIRIS-OMPS
SAGE-SCIAMACHY-OMPS

Umkehr
Lidar
Microwave

FTIR
Ozonesonde

CCMI mean
CCMI 10/90th percentile

Satellite-based Ground-based Simulations

Figure 3-9. Annual mean anomalies of ozone in (a) the lower stratosphere, near 19 km altitude (70 hPa pressure) and (b) the up-
per stratosphere, near 42 km (2 hPa), for four latitude bands: 60°S–60°N, 35–60°N, 20°S–20°N (tropics), and 60 –35°S. Anom-
alies are referenced to a 1998–2008 baseline. Colored lines are long-term records obtained by merging data from different nadir 
(SBUV NASA (MOD) and SBUV NOAA (COH)) or limb-viewing (GOZCARDS, SWOOSH, SAGE-CCI-OMPS, SAGE-OSIRIS-OMPS, 
SAGE-SCIAMACHY-OMPS) satellite instruments. Dashed colored lines are long-term records from ground-based observations 
(Umkehr, lidar, microwave, FTIR and ozonesondes); see Steinbrecht et al. (2017), WMO (2018), and Arosio et al. (2018) for details 
on the various datasets. The gray shaded areas show the range (10th and 90th percentiles) of 16 CCM simulations performed as 
part of the CCMI-1 REF-C2 experiment (see Morgenstern et al., 2017) with the black line indicating the median. [Adapted from 
SPARC/IO3/GAW, 2019, and updated from the last Assessment.]
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Figure 3-10. Ozone trends (% decade–1) for the period 2000 –2020 estimated from seven merged satellite data records using an 
independent linear trend model. Trends are shown for the (a) SBUV NASA (MOD), (b) SBUV NOAA (COH), (c) SWOOSH, (d) GOZ-
CARDS, (e) SAGE-CCI-OMPS, (f) SAGE-SCIAMACHY-OMPS, and (g) SAGE-OSIRIS-OMPS datasets. Gray stippling denotes results 
that are not significant at the 2σ level. Data are presented on the vertical coordinates (lefthand axis; square brackets in title) and 
latitudinal grid associated with each dataset. [Adapted from Godin-Beekmann et al., 2022.] 
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are also positive but smaller (~1–2% decade–1; mean ~1.5% 
decade–1) and are statistically significant for all merged datasets 
except SBUV MOD. Most datasets indicate negative trends in the 
lower stratosphere, but all trend estimates, either from individual 
merged datasets or combined trends, have large uncertainties 
and therefore are not statistically significant. The estimated trends 
in these profiles from individual merged satellite datasets agree 
better with each other than reported in the previous Assessment, 
resulting in a more robust assessment of vertically resolved 
trends. Note that the mean trend shown in Figure 3-11 is a com-
bination of the individually derived satellite trends and is shown 
with its 2σ uncertainty, estimated in the same way as reported 
in the last Assessment (see SPARC/IO3C/GAW, 2019). In brief, 
these uncertainties include both a simple error propagation, 
which captures uncertainties associated with trend estimates 
from individual merged datasets, and the standard error of the 
mean, which captures the spread of trend estimates due to sys-
tematic uncertainties, such as those induced by possible drift in 
some datasets used in the combined products (see Section 3A.3).

Comparing the 2000 –2020 trend profiles with the 2000 –
2016 trends from the previous Assessment (from SPARC/IO3C/
GAW, 2019), the overall trends are almost identical (Figure 3-12). 
The uncertainties of the mean trend estimates, however, are now 
smaller at most altitudes. This reduction is mainly due to the addi-
tional four years of data available from observations and the fact 
that the trend estimates from individual merged datasets are now 

more consistent, as noted above. In addition, the updated trend 
is based on trends from seven, rather than six, merged satellite 
data products (Godin-Beekmann et al., 2022).

Multi-model mean trends estimated from the CCMI-1 simu-
lations are very similar to the satellite mean ozone trends in the 
upper stratosphere (Figure 3-12). In the lower stratosphere, the 
models and observations agree on negative ozone trends in the 
tropics; in the mid-latitudes, however, the multi-model mean sug-
gests positive ozone trends, whereas the satellite observations 
indicate negative trends (Figure 3-12). However, none of the 
trends in the lower stratosphere are statistically significant. For 
more details on the ozone trends in the UTLS, see Section 3.3.3. 
Note that individual model trends are estimated using the ILT re-
gression method and using the same approach as for the satellite 
data, with the necessary proxies either being calculated directly 
from the individual model simulations (e.g., QBO, ENSO) or taken 
from the external forcings provided to the models before they are 
combined into a multi-model mean. 

3.3.2.3 Regional and Longitudinally Resolved 
Trends

Since the last Assessment, a new development has been 
to investigate ozone trends at finer spatial and temporal resolu-
tions. In particular, two studies have focused on longitude- and 
latitude-dependent trends in ozone profiles to obtain a finer 
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Figure 3-11. Ozone profile trends with 2σ uncertainties for the period 2000 –2020 for latitude bands 35–60°S (left panel), 
20°S–20°N (center panel), and 35–60°N (right panel). Colored lines are the trend estimates from seven individual merged data-
sets on their original vertical grid (SBUV NASA (MOD), SBUV NOAA (COH), GOZCARDS, SWOOSH, SAGE-OSIRIS-OMPS, SAGE-
CCI-OMPS, and SAGE-SCIAMACHY-OMPS). Black lines represent the mean (combined) trends and gray shading indicates the 
2σ uncertainty intervals for the combined trends, estimated using the method for combining trends from different observational 
datasets outlined in SPARC/IO3C/GAW (2019). [Adapted from Godin-Beekmann et al., 2022.]
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Figure 3-12. Comparison of simulated and observed post-2000 ozone trend profiles for the latitude bands 35–60°S (left pan-
el), 20°S–20°N (center panel), and 35–60°N (right panel). Observed trends from the last Assessment (the period 2000 –2016) 
are shown in blue, and results for the updated period 2000 –2020 are shown in red, with the trend values based on combining 
different merged satellite datasets and their 2σ uncertainties, all estimated using the method outlined by SPARC/IO3C/GAW 
(2019) and as also shown in Figure 3-11. The black line is the multi-model mean trend calculated from 16 CCMI-1 REF-C2 simu-
lations (Morgenstern et al., 2017), with the spread of the individual model trends (±2 standard deviations) indicated by the gray 
shading. [Adapted from Godin-Beekmann et al., 2022.]

regional perspective. These studies used the longitudinally re-
solved merged datasets SAGE II-SCIAMACHY-OMPS (Arosio et 
al., 2019) and MEGRIDOP (Sofieva et al., 2021) and evaluated 
the trends using the MLR method for the period 2003–2018. 
Both studies consistently show a strong longitudinal depen-
dence to ozone trends at high and mid-latitudes in the Northern 
Hemisphere, with a dipole pattern of increasing trends over 
Scandinavia and decreasing trends over Siberia below 40 km 
and stronger increasing trends over Scandinavia at 40 and 45 
km (Figure 3-13). This spatial feature is thought to be related to 
changes in dynamical processes that are associated with the BDC 
(see Arosio et al., 2019, and references therein), but this hypothe-
sis has yet to be fully confirmed. 

When longitudinally resolved trends are derived from grid-
ded satellite datasets, their magnitude and significance vary with 
longitude and differ spatially compared to latitude band trends 
derived from the same datasets (Arosio et al., 2019; Sofieva et al., 
2021). This fact calls into question the common practice of using 
latitude band data to estimate the agreement between vertical-
ly resolved trends from satellite data and ground-based records 
(SPARC/IO3C/GAW, 2019). When compared to their corre-
sponding SBUV zonal means, lidar monthly mean data at different 
stations show correlations of 0.1 to 0.6 (Zerefos et al., 2018). The 
trends estimated at individual ground-based stations may not be 
representative of their respective large latitude bands and may be 
relevant only on a regional, longitudinally resolved scale in the 
mid- and lower stratosphere.

Different ground-based observation methods vary in their 
measurement record length, vertical and temporal sampling, and 
the spatial distribution of station locations. Trends estimated from 
these different ground-based records may be more sensitive to re-
gional atmospheric conditions (SPARC/IO3C/GAW, 2019). This 
can lead to a high variability in trends from ground-based mea-
surements. Disagreements between the trends estimated from 
collocated measurements can be used to reveal the presence of 
uncorrected drift in the ground-based records. Consideration of 
data uncertainties and inhomogeneities in the regression model 
can affect the resulting trends and improve their consistency, as 
has been demonstrated for collocated lidar and microwave radi-
ometer measurements (Bernet et al., 2020). If the measurement 
times are at regular intervals, temporal sampling can be excluded 
from the factors responsible for trend discrepancies, as has been 
demonstrated with microwave radiometers (Maillard Barras et al., 
2020).

Post-2000 trend profiles derived using MLR (SPARC/
IO3C/GAW, 2019) at three selected Network for the Detection 
of Atmospheric Composition Change (NDACC) locations from 
different latitude regions are shown in Figure 3-14. The select-
ed locations provide measurements from several ground-based 
instruments at the same station or multiple measurements at 
nearby stations (Godin-Beekmann et al., 2022). The European 
“site” combines measurements from the Alpine stations Haute 
Provence (France; OHP, 43.9°N, 5.7°E), Hohenpeißenberg 
(Germany; HOH, 47.8°N, 11.0°E), and Arosa (Switzerland; ARO, 
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Figure 3-13. Latitude- and longitude-dependent ozone trends (% decade–1) derived for the period 2003–2018 for six different 
altitude levels, based on the MEGRIDOP dataset (Sofieva et al., 2021). Gray stars indicate regions where the trends are not statis-
tically significant at the 2σ level. [Adapted from Sofieva et al., 2021.]
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46.8°N, 6.9°E). All three stations are located within a single grid 
cell in the MEGRIDOP, SBUV MOD, and SWOOSH satellite-based 
datasets. Mauna Loa (Hawai‘i, USA; 19.5°N, 155.6°W) and 
Lauder (New Zealand; 45.0°S, 169.7°E) are single-station sites 
located in the tropics and the SH mid-latitudes, respectively. For 

the three locations, the agreement with trends estimated from 
the gridded satellite datasets is good, taking into account that the 
SBUV MOD and SWOOSH cells are larger (in longitude) than the 
MEGRIDOP cells. 
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Figure 3-14. Ozone trend profiles (% decade–1) for 2000 –
2020 at selected NDACC locations: (a) a European “site” 
that combines measurements from the Alpine stations 
Haute Provence (France), Hohenpeißenberg and Zugspi-
tze (Germany), and Jungfraujoch, Payerne and Arosa (Swit-
zerland); (b) a site that combines Mauna Loa (Hawaii, USA; 
MLO) and Hilo (Japan; just ozonesonde data); and (c) Laud-
er (New Zealand). Trend profiles are shown for Dobson 
Umkehrs (light blue), ground-based lidars (medium blue), 
microwave radiometers (dark blue), FTIR (dark green), and 
ozonesondes (light green), although not all measurements 
appear at all locations. Also shown are trend profiles es-
timated from the SWOOSH (red), SBUV NASA (MOD) (or-
ange), and MEGRIDOP (yellow) gridded satellite products, 
using the nearest grid boxes. Error bars represent the 95% 
confidence intervals. [Adapted from Godin-Beekmann et 
al., 2022.]

The ground-based trend profiles are in general agreement 
with the gridded satellite trends, within their respective uncertain-
ties (Figure 3-14). Disagreements likely reflect inhomogeneities 
in the different measurement time series that are not properly con-
sidered or the need for data curation, which is currently in process. 
Significant positive trends are found in the upper stratosphere for 
nearly all datasets, except for four that show negative and non-sig-
nificant trends. The lower-stratospheric picture is not as clear but 
is representative of the actual state of our knowledge within that 
vertical range (see Section 3.3.3). Since the last Assessment, the 
European ozonesondes have been homogenized under the 
framework of the Tropospheric Ozone Assessment Report Phase 
2 (TOAR II) project (Section 3A.2), and, within uncertainties, their 
trends show agreement with the trend of the gridded satellites 
and the collocated ground-based instruments (Figure 3-14). 
Although the comparison of ground-based trends at the three 
selected NDACC locations and longitudinally resolved satellite 
trends is made at a more appropriate spatial resolution than with 
broad zonal-mean bands derived from satellite data, the overall 
conclusion is the same for both comparisons: trend profiles from 
ground-based measurements and satellite data agree within the 
limits given by the different spatial representations and the homo-
geneity problems of the datasets.

The seasonal dependence of ozone trends in the strato-
sphere has been examined in a new study using four long-term 
merged satellite datasets in three broad-latitude bands (60 –30°S, 
10°S –10°N, 30 –60°N; Szeląg et al., 2020). All four datasets 
show qualitatively similar trends, although there are some minor 
differences, mostly in trend magnitude (Figure 3-15). In the 
upper stratosphere, the 2000 –2018 trends are positive through-
out all seasons and most latitudes. The largest upper-stratospher-
ic ozone trends are observed in the mid-latitudes during local 
winter in the Northern Hemisphere (up to 6% decade–1) and at the 
equinoxes in the Southern Hemisphere (up to 3% decade–1). In the 
equatorial region, there is a very strong seasonal dependence of 
ozone trends at all altitudes: the trends are negative in the upper 
stratosphere during boreal winter (−1 to −2% decade–1) and in the 
lower stratosphere during boreal spring (−2 to −4% decade–1), 
while the mid-stratosphere (30 –35 km) has positive trends in 
boreal spring (2 to 3% decade–1) and negative trends (–0.5 to 
–2% decade–1) in boreal fall. The tropical trends below 25 km are 
negative and maximize during summer (up to −2% decade–1) and 
spring (up to −3% decade–1). There is a hemispheric asymmetry in 
the mid-latitude lower stratosphere (Szeląg et al., 2020): during 
local summers and equinoxes, positive trends are observed in the 
Southern Hemisphere (1–2% decade–1), while negative trends are 
observed in the Northern Hemisphere (–1% to –2% decade–1). 
A comparison of the seasonally dependent ozone trends with 
available analyses of the seasonally dependent stratospheric tem-
perature trends reveals a positive correlation (trends in the same 
direction) in the dynamically controlled lower stratosphere and 
negative correlation (trends in opposite directions) above 30 km, 
where photochemical processes dominate.

3.3.2.4 Consistency of Total Column Ozone 
Trends and Partial Column Trends 

In past Assessments, trends in TCO have been a gauge of the 
efficacy of the Montreal Protocol in halting stratospheric ozone 
layer losses. Since 1998–2000, the previous rapid decline in TCO, 
which had been primarily driven by stratospheric ozone losses, 
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has halted. However, it is only now that significant increases in 
TCO are being detected, and only at some latitudes (Section 3.3.1 
and Figure 3-6). Since the last Assessment, there have been 
further investigations into the contribution of different vertical re-
gions to TCO trends, particularly the contribution of tropospheric 
changes (see Box 3-3). Overall, these findings raise questions 
about whether TCO is the best metric for determining ozone re-
covery in the context of the Montreal Protocol. 

Stratospheric ozone represents ~90% of the total column, 
but it may no longer reflect the bulk of the long-term changes. 
Although analyses of some satellite datasets indicate a decline in 
tropospheric ozone since the early 2000s (e.g., some analyses 
shown by Gaudel et al., 2018), several estimates of tropospher-
ic ozone changes conservatively suggest increases of ~1.5 DU 

decade–1 (~5% of the tropospheric column) globally since the 
early 2000s (Ball et al., 2018; Ziemke et al., 2019; Gaudel et al., 
2018, 2020), and this is supported by modeling studies (Zhang et 
al., 2016, 2021). Where TCO changes match or are smaller than 
the tropospheric ozone trends (Section 3.3.1), post-2000 strato-
spheric column ozone changes may be zero or even negative. For 
example, focusing on observations at Irene, South Africa (~26°S), 
one recent study found that local TCO increases may be driven 
by tropospheric increases (Bencherif et al., 2020). Separating 
stratospheric ozone trends into partial column components iso-
lates stratospheric trends. Such analyses indicate that the magni-
tude and significance of post-2000 ozone increases in the upper 
stratosphere (above 32 km) are strengthening with additional 
years (Ball et al., 2019a; Sections 3.3.2.2 and 3.3.2.3). 
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Figure 3-15. Altitude-season variation of linear trends for four merged ozone datasets (top to bottom, SAGE II-CCI-OMPS [CCI], 
SAGE II-OSIRIS-OMPS [SOO], GOZCARDS, and SWOOSH) calculated over the period 2000 –2018 for three selected latitudinal 
bands (left to right, 60 –30°S, 10°S–10°N, and 30 –60°N). Data are presented on their natural vertical coordinate: altitude grid 
for CCI and SOO and pressure grid for GOZCARDS and SWOOSH. The colored shading denotes where the trends are significant 
at the 95% confidence level. [From Szeląg et al., 2020.]
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Box 3-3. The Importance of the Troposphere for Total Column Ozone

A key conclusion of this Assessment is that it is more difficult than in the past to interpret total column ozone (TCO) changes due 
to the different trends and processes that contribute to the overall column. In particular, the contribution from tropospheric ozone 
changes is highlighted for both current (Section 3.3.2.4) and future (Section 3.4.3) total column trends, despite the modest contribu-
tion (~10%) of the tropospheric column to the total amount of ozone in the column. 

Production of ozone in the stratosphere results from the photolysis of molecular oxygen (O2) and subsequent reaction of atom-
ic oxygen with O2. In contrast, tropospheric ozone is produced from photochemical reactions involving its precursors, nitrogen 
oxides (NO and NO2; NOx), carbon monoxide (CO), and volatile organic compounds, with an additional source from net strato-
sphere-to-troposphere transport. It is lost through additional chemical reactions as well as through deposition at the surface (e.g., 
Monks et al., 2015). Tropospheric ozone levels depend on highly temporally and spatially variable natural and anthropogenic precur-
sor emissions, different local surfaces that impact dry deposition rates, and tropospheric weather. There are substantial challenges in 
fully understanding its distribution and changes using both measurements (Gaudel et al., 2018; Tarasick et al., 2019) and simulations 
(Young et al., 2018). Community efforts such as the Tropospheric Ozone Assessment Report (TOAR) are improving our understand-
ing, while also making previously unpublished measurements available (Schultz et al., 2017). Community modeling efforts (e.g., 
CCMI; Morgenstern et al., 2017) also seek to evaluate models and better characterize and understand their deficiencies.

Despite these difficulties, models demonstrate skill in comparisons against observations, reproducing the tropospheric ozone 
burden, distribution, and trends (e.g., Young et al., 2018; Box 3-3 Figure 1). Model studies of the historical period (1850 –pres-
ent) find that increases in anthropogenic precursors have dominated the simulated ~30 –35% increase in tropospheric ozone (e.g., 
Young et al., 2013; Griffiths et al., 2021), which is consistent with the 40% change inferred from ice core–based constraints (Yeung et 
al., 2019). Between 1980 and 2000, the same simulations suggest a ~5% increase in tropospheric ozone, broadly in agreement with 
observational constraints (Gaudel et al., 2018) and occurring at the same time as the most notable ODS-driven stratospheric ozone 
depletion. Since 2000, there have been spatially heterogeneous trends in precursor emissions and, consequently, tropospheric 
ozone (Zhang et al., 2016; Gaudel et al., 2018, 2020; Zhang et al., 2021). This complicates our understanding and interpretation of 
both the overall tropospheric trends and those of TCO. 

Projected future changes in tropospheric ozone strongly depend on the future scenario of precursor emissions and, to a lesser 
degree, on the projected state of stratospheric ozone and climate (see Box 3-1 Figure 1; Stevenson et al., 2013; Young et al., 2013; 
Griffiths et al., 2021; see also Section 3.4.3). Because current and future tropospheric ozone changes may contribute substantially to 
TCO changes, or offset stratospheric ozone changes (Ball et al., 2018; Bencherif et al., 2020), they must be considered as an integral 
part of this Assessment. 
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Partial column trends do not always show strong agreement 
with those derived from highly resolved vertical profiles, especial-
ly in terms of significance. This is primarily due to the poorly char-
acterized small-scale and/or short-term variability in regression 
analyses (Section 3.2) that contribute to larger trend uncertainties. 
These issues become more pronounced for trends derived at 
higher vertical resolutions since vertical integration averages out 
some variability (Section 3.3.3), particularly if the partial columns 
are chosen for that purpose. On the other hand, if the vertical in-
tegration is performed over the entire column, a significant detec-
tion at some finer-resolution vertical levels may be averaged out if 
trends of opposite sign are present within the column integration. 
There can also be complications in integrating resolved data into 
partial columns (such as how data gaps are dealt with). There are 
few analyses investigating the consistency of TCO with respect to 
its partial column components in a holistic way.

3.3.3 Understanding Trends in the UTLS 
Region

Since the previous Assessment, additional observations and 
new CCM simulations have furthered our understanding of trends 
in the upper troposphere / lower stratosphere (UTLS) region, with 
a focus on the tropics (30°S–30°N) and SH and NH mid-latitudes 
(30– 60°). The overall conclusion, discussed in detail below, 
is that ozone is decreasing in the tropical UTLS, consistent with 
understood changes in the stratospheric circulation. At mid-lat-
itudes, the picture is more complex. Ozone is decreasing in the 
mid-latitudes, but 1) this trend has a magnitude and significance 
that is not consistent across different datasets and time periods, 
2) the trend is not generally captured in chemistry-climate model 
(CCM) simulations, and 3) there is no clear consensus as to what 
might be driving it. Trends in the UTLS are difficult to assess due 
to high variability and the fact that there are only two decades of 
data available. Additionally, the quality of satellite-based observa-
tions is usually substantially reduced in the UTLS region compared 
to the middle and upper stratosphere, while ground-based ob-
servations, which do have good data in this region, provide only 
sparse coverage. 

Findings and trends for the tropical lower stratosphere 
remain consistent with the previous Assessment. This region 
consistently displays significant, or near-significant, negative 
trends between the start years of ~1995–2000 and end years 
of 2013–2019 (Dietmüller et al., 2021; see also Figure 3-16). 
Modeling studies indicate these negative trends are to be expect-
ed, as tropical upwelling in the BDC strengthens in response to 
increasing greenhouse gases (Eyring et al., 2010; Dhomse et al., 
2018; see also Section 3.4 and Chapter 5), as reported in previous 
Assessments. This finding is further supported by a recent analy-
sis of ozonesonde data, which found that ozone trends became 
insignificant after accounting for changes in tropopause height, 
suggesting that chemical ozone loss is not a driving factor in long-
term changes in this region (Thompson et al., 2021). Separately, a 
recent model study of the 2016 Indonesian wildfires suggests that 
tropical UTLS ozone reductions can result from such events due 
to the gas-phase chemistry of reactive volatile organic compound 
emissions, although the magnitude of the effect is dependent on 
model assumptions (Rosanka et al., 2021). Trends and variability 
in the tropical UTLS are particularly important since this region is a 
large contributor to quasi-global (60°S–60°N) lower-stratospher-
ic ozone changes.

The mid-latitude lower-stratospheric ozone declines over 
1998–2016 reported in the last Assessment (Ball et al., 2017, 
2018; Wargan et al., 2018) persist with additional years of data 
(Figure 3-16), both for analyses that are spatially resolved and 
for partial columns (Dietmüller et al., 2021). While temperature 
trends, which are expected to change alongside ozone, support 
this tendency of the ozone trends (Ball et al., 2020; Szeląg et al., 
2020), the lower stratosphere is subject to large, dynamically 
driven interannual variability, and it remains difficult to make ro-
bust conclusions. Indeed, earlier studies using fewer data and 
with end years prior to 2017 also show a decline of ozone in this 
region, although in those cases the trend is not statistically signifi-
cant (Bourassa et al., 2014, 2018; Sofieva et al., 2017; Steinbrecht 
et al., 2017). Trends are sensitive to large variability in the ana-
lyzed data, especially near the end of short time series, although 
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while blue regions indicate a decrease. Confidence levels in the trends are indicated by solid (80%), dashed (90%), and dotted 
(95%) lines. [Updated from Ball et al., 2019a.]
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the negative trends across the lower stratosphere are persistent 
even when the end years (Figure 3-16) and start years (Dietmüller 
et al., 2021) are varied. For instance, the large year-on-year ozone 
increase between 2016 and 2017 in the mid-latitude SH UTLS 
has been found to fully (Chipperfield et al., 2018) or partially (Ball 
et al., 2019a) offset the negative ozone trend over 1998–2016. 
Extended into 2018, the ozone changes in the SH lower strato-
sphere remain negative but become statistically insignificant (Ball 
et al., 2019a). Besides large short-term dynamical variability, nat-
ural variability (e.g., related to sea surface temperatures) can inter-
fere on interannual (Rosanka et al., 2021) and decadal (Garfinkel 
et al., 2013; Ball et al., 2020; Iglesias-Suarez et al., 2021) times-
cales. Both timescales are relevant to understanding the limited 
observational period and future projections. 

Since the previous Assessment, new studies of multiple 
ozone datasets (Ball et al., 2019a) and CCM simulations (Orbe et 
al., 2020) have explored the hemispheric pattern in the mid-lati-
tude UTLS ozone trends in more detail. These have demonstrated 
that lower-stratospheric ozone in the Southern Hemisphere ap-
pears to display larger interannual variability than in the Northern 
Hemisphere, which is partly why trend significance there re-
mains low. Negative changes in the Northern Hemisphere are 
both more persistent and have smaller uncertainties than in the 
Southern Hemisphere, although they are still statistically non-sig-
nificant. The relative contributions of changes in mixing versus 
circulation to NH lower-stratospheric ozone changes remain an 
open question. While a model-based tracer budget analysis (over 
1998–2018) found that decreases in NH ozone are primarily 
associated with changes in the meridional transport (poleward 
expansion of tropical upwelling and reduced downwelling in the 
northern subtropical region; Orbe et al., 2020), changes in me-
ridional mixing are also important (Wargan et al., 2018; Ball et al., 
2020; Orbe et al., 2020). However, it is worth noting that even 
recent studies that have made use of historical CCM runs with 
accurate real-world (e.g., sea surface temperature) variability only 
cover up to 2010 or 2014 (e.g., Orbe et al., 2020), which means 
comparisons of models with observations beyond this year are 
problematic. 

A different approach to using CCM output is to examine the 
distribution of trends across an ensemble of free-running simula-
tions, i.e., those where the long-term drivers of ODSs and green-
house gases are the same but are unconstrained by observed 
interannual variability. However, statistical analysis of mid-latitude 
UTLS ozone trends across 31 such CCMI-1 simulations demon-
strates that the observed trends represent an extreme value of the 
CCM probability distribution, indicating that it is between ~75% 
and 96% probable that the models are not capturing the mid-lati-
tude lower-stratospheric changes (Figure 3-17; Dietmüller et al., 
2021). Similarly, negative trends were found in both the tropics 
and mid-latitudes up to present day in only 2 out of 13 models 
that contributed to the older CCMVal-2 report (Ball et al., 2020). 
Moreover, simulated mid-latitude lower stratosphere trends re-
main positive even after accounting for variations in the start and 
end years (Dietmüller et al., 2021). There is a possibility that the 
lack of negative mid-latitude lower-stratospheric trends in the 
models is related to weaker-than-observed tropical BDC trends 
in climate models (Ball et al., 2020; Orbe et al., 2020; see also 
Stone et al., 2018).

Finally, we note that there is a spread among the UTLS ozone 
trends calculated for the available datasets. Most of the results

discussed here have relied on observational data from SWOOSH 
and GOZCARDS, which are constructed using similar underlying 
satellite data, or on the BASIC dataset, which integrates both of 
these (Ball et al., 2017, 2018; Chipperfield et al., 2018; Wargan et 
al., 2018; Ball et al., 2020; Dietmüller et al., 2021; Section 3A.3). 
However, there is not consistency between trends from partial 
columns with those calculated from resolved profiles, particular-
ly with respect to uncertainties, which are larger in the resolved 
profiles (SPARC/IO3C/GAW, 2019; Weber et al., 2020; Figures 
3-11 and 3-12; Section 3.3.2.4). It should be emphasized that as 
data are ever more resolved (vertically, spatially, and/or tempo-
rally), higher uncertainties are expected (see Section 3.3.2.4), 
and confidence and consistency with more spatially and tempo-
rally smoothed partial columns will decrease (Figures 3-11 and 
3-12; Bourassa et al., 2018; Arosio et al., 2019; SPARC/IO3C/
GAW, 2019; Szeląg et al., 2020; Sofieva et al., 2021; Weber et 
al., 2021).

3.3.4 Past Ozone in Models and Trend 
Attribution

Since the previous Assessment, the latest generation of cli-
mate models (including some CCMs) have performed new sim-
ulations as part of the Coupled Model Intercomparison Project 
Phase 6 (CMIP6) experiment (Eyring et al., 2016), conducted 
in support of the Intergovernmental Panel on Climate Change. 
CMIP6 defines some simulations that are aimed at either identify-
ing the drivers of past changes or exploring future changes under 
different emissions scenarios (see Box 3-4 and Section 3.4.1). 
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Figure 3-17. Scatter plot of lower stratosphere ozone col-
umn trends for the NH mid-latitudes (30 –50°N; 150 –30 
hPa) against the tropics (20°S–20°N, 100 –30 hPa) calcu-
lated over the period 1998–2018 for observations from 
the BASICSG dataset (star; Ball et al., 2018) and 31 CCMI 
REF-C2 simulations (circles; Morgenstern et al., 2017). All 
ensemble members of a particular model are shown in the 
same color, whereas simulations with only one ensemble 
member are shown in gray. Also shown is the correlation 
between the tropical and NH mid-latitude trends in the 
simulations. [Adapted from Dietmüller et al., 2021.] 
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Figure 3-18. CMIP6 multi-model mean, annual mean TCO 
projections for the historical simulation (black line) and 
different shared socioeconomic pathways (SSPs; colored 
lines; see Box 3-4) for different latitude bands: near glob-
al (60°S – 60°N), NH mid-latitudes (30 –60°N), tropics 
(15°S–15°N), and SH mid-latitudes (60 –30°S). The light 
gray envelope indicates the 95% confidence interval for 
the multi-model mean for the historical simulations. Sim-
ulated TCO values for the 1850, 1960, and 1980 annual 
means are given by the dotted, dashed, and solid hori-
zontal gray lines, respectively. The number of models per-
forming each simulation is provided in parentheses in the 
legend. Many of the models provided ozone output for a 
core set of SSPs (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-
8.5), while a smaller number provided data for other SSPs 
(SSP1-1.9, SSP4-3.4, and SSP4-6.0). [Adapted from Keeble 
et al., 2021a.]
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3.3.4.1 Past Ozone in Models
The individual CMIP6 models span a range of model com-

plexity, from models using interactive chemistry schemes to 
calculate ozone changes within the model (i.e., in response 
to changing chemical and physical conditions) to those using 
a time-evolving ozone field from a pre-prepared dataset (i.e., 
where the ozone does not interact with the simulation). While the 
prescribed ozone field is from the same source for all models in 
the latter category, it is not implemented consistently, with the 
result that different models have different TCO values (Keeble et 
al., 2021a). 

In contrast to the CCMI-1 simulations (Dhomse et al., 2018) 
discussed in the last Assessment, which started in 1960, the CMIP6 
simulations extend back to 1850. This allows additional explora-
tion of several decades preceding ozone depletion, which can 
be used to benchmark simulated future changes. In terms of long-
term changes in TCO, the simulated near-global (60°S–60°N), 
annual multi-model mean increases by ~2% between 1850 and 
1960 (Keeble et al., 2021a) before rapidly declining through the 
1980s and 1990s due to emissions of halogenated ODSs (Figure 
3-18). TCO reaches a minimum in the late 1990s before increas-
ing again as ODS levels decrease. 

Simulated TCO changes for different latitude bands are simi-
lar to those for the near-global mean (Figure 3-18), although the 
1850 –1960 ozone increase (not shown) is larger in the Northern 
Hemisphere and tropics and less prominent in the Southern 
Hemisphere. This difference is driven by simulated increases in 
NH tropospheric ozone between the preindustrial period (1850) 
and present day, as seen in the changes in zonal-mean ozone 
mixing ratios (Figure 3-19; see also Section 3.3.4.3 and Box 3-3; 
Griffiths et al., 2021; Keeble et al., 2021a). While stratospheric 
ozone levels have decreased between the preindustrial and pres-
ent day, particularly in the upper stratosphere and Antarctic polar 
lower stratosphere due to changes in chlorine-catalyzed ozone 
depletion, tropospheric ozone has significantly increased during 
this same period (Figure 3-19; Tarasick et al., 2019; Yeung et 
al., 2019). The impact of these combined changes is that despite 
stratospheric ozone depletion linked to ODS emissions, the simu-
lated NH mid-latitude TCO is higher in the 1990s than in the pre-
industrial period (Figure 3-18). Although the simulated increase 
remains to be validated against (the very limited) available obser-
vations (e.g., Rieder et al., 2010), this nonetheless highlights the 
problem of using TCO as a metric for stratospheric ozone changes 
(see Box 3-3 and Sections 3.3.2.4 and 3.4.2). 

TCO over 1980 –2014 is ~10 DU higher in the CMIP6 
multi-model mean compared to observations when all models 
are included (Keeble et al., 2021a). Using only those models that 
explicitly simulate chemical processes, bias-correcting their TCO 
(to the 1964–1980 average) and then smoothing it using an 11-
point boxcar filter (as per Dhomse et al., 2018), the observed TCO 
trend (Figure 3-20) is well captured by the multi-model mean 
in the 60°S–60°N region and in the mid-latitudes. It is less well 
captured in the tropics (see also Section 3.3.3). Good agreement 
has also been shown for TCO trends over the period 1979–2000 
between the multi-model mean of CMIP6 models that use in-
teractive chemistry schemes and observations at most latitudes 
(Morgenstern et al., 2020). However, for some locations, there is 
a large spread in the simulated ozone trends between individual 
models, and our understanding of the reasons behind this is cur-
rently lacking (see also the discussion in Section 3.4.1).
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Box 3-4. Models and Scenarios: CMIP6 and SSPs

Coordinated model intercomparison projects are a key method for bringing information from multiple model simulations and 
research groups into climate and ozone assessments. This Assessment makes use of the Coupled Model Intercomparison Project 
Phase 6 (CMIP6), an international activity that consists of a suite of climate model experiments designed to explore the impacts of 
past and future emissions changes on the long-term evolution of the Earth system (Eyring et al., 2016). 

Of particular interest to this Assessment are the CMIP6 historical simulations, as well as sensitivity simulations performed for 
the Aerosol Chemistry Model Intercomparison Project (AerChemMIP; Collins et al., 2017) and the projections performed for the 
Scenario Model Intercomparison Project (ScenarioMIP; O’Neill et al., 2016). The ScenarioMIP simulations use a new set of future cli-
mate scenarios, the Shared Socioeconomic Pathways (SSPs; Riahi et al., 2017). SSPs replace Representative Concentration Pathways 
(RCPs) explored in the previous Assessment but serve the same purpose: to provide a range of future emissions scenarios that assume 
different socioeconomic trajectories and different levels of climate change mitigation. SSP5-3.4-OS is slightly different from the oth-
ers in that it is an “overshoot” scenario, following the SSP5-8.5 (high climate forcing) scenario until 2040, with aggressive mitigation 
thereafter. This scenario informs the Assessment in Chapter 6. 

Compared to the RCPs, the SSPs explore a much wider range of possible future emissions pathways for well-mixed greenhouse 
gases, such as CO2 (carbon dioxide), N2O (nitrous oxide), and CH4 (methane), in addition to changes to the emissions of near-term 
climate forcers (NTCFs), which include tropospheric ozone precursors and aerosols (Gidden et al., 2019). For long-lived halogenated 
ozone-depleting substances (ODSs), all SSPs assume compliance with the Montreal Protocol and its Amendments and adjustments. 
However, as models are run with surface mixing ratios as input, rather than emissions, the levels of ODSs do differ marginally between 
SSPs due to the impacts of different climate trajectories on their lifetime (see also Chapter 4). Finally, hydrofluorocarbons (HFCs; 
Chapter 2) differ more markedly between SSPs than do controlled ODSs, as each scenario has different compliance rates with the 
Kigali Amendment (Meinshausen et al., 2020).

Simulation Name(s) Type Purpose Features

historical Hindcast simulation of the period 
1850 –2014

To produce realistic simulations of the 
past atmospheric state 

GHGs, ODSs, volcanic aerosol, solar variability, 
ozone, and aerosol precursors are prescribed 

from observations. Uses a coupled ocean model 
for SSTs and SICs 

histSST Historical atmosphere-only 
transient simulation of the period 

1850 –2014

Control experiment for AerChemMIP 
historical perturbation experiments

As “historical,” but with SSTs and SICs pre-
scribed from the “historical” experiment rather 

than using a coupled ocean model. 

histSST-piNTCF
histSST-piCH4
histSST-piN2O
histSST-1950HC

Series of historical atmosphere-on-
ly transient perturbation simula-
tions of the period 1850–2014 

based on histSST

To assess the impact of NTCFs, CH4, N2O, 
and halocarbon (HC) emissions on the 

past evolution of atmospheric composi-
tion and climate change

As histSST, but with either NTCF, CH4, or N2O 
emissions held at their preindustrial (“pi”) levels, 

or with HCs held at their 1950 levels, while all 
other emissions evolve as in “historical”

SSP1-1.9
SSP1-2.6
SSP2-4.5
SSP3-7.0
SSP4-3.4
SSP4-6.0
SSP5-8.5
SSP5-3.4-OS

Future simulations of the period 
2015–2100

To produce estimates of future atmo-
spheric composition and climate changes 

given specific emissions assumptions. 
Named for the radiative forcing level by 

2100 (1.9 Wm–2, 2.6 Wm–2, etc.)

GHGs, ODSs, volcanic aerosol, ozone, and 
aerosol precursors are prescribed following 

the named SSP scenario (SSP1-1.9, etc.); uses 
coupled ocean model for SSTs and SICs 

Box 3-4 Table 1. Description of the relevant CMIP6 simulations discussed in this Assessment report (GHGs = greenhouse 
gases, ODSs = ozone-depleting substances, NTCFs = near-term climate forcers, SSTs = sea surface temperatures, SICs = sea 
ice concentrations). 

The CMIP6 models span a range of complexity, particularly with regard to the simulation of atmospheric chemistry. In contrast 
to phase 1 of the Chemistry Climate Model Initiative (CCMI-1; Morgenstern et al., 2017), which was used extensively in the last 
Assessment and includes exclusively those models with interactive chemistry schemes, CMIP6 includes both models with interactive 
chemistry and those that prescribe ozone fields from a shared dataset. As a result, there is a smaller number of CMIP6 models suitable 
for exploration of ozone return dates (Section 3.4.1) than have been shown in previous Assessments. However, these models have 
performed simulations following a larger number of potential future emissions pathways.

All of the relevant CMIP6 simulations are described in detail in Box 3-4 Table 1, coupled with Box 3-4 Figure 1 showing the 
evolution of surface concentrations for selected long-lived greenhouse gases for different SSPs. 
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Box 3-4 Figure 1. Evolution of the surface mixing ratios of (a) carbon dioxide (CO2; in parts per million, ppm), (b) nitrous 
oxide (N2O; in parts per billion, ppb), (c) methane (CH4; in parts per billion, ppb), and (d) the ODSs CFC-11 and CFC-12 (in 
parts per trillion, ppt) from 1850 –2100 for the historical period (black lines) and within different SSPs (colored lines). CFC-11 
and CFC-12 surface mixing ratios differ between scenarios but only marginally. See Box 3-4 Table 1 for more information.

Figure 3-19. Simulated changes in ozone from the preindustrial (1850 –1864 average) to present day (2000 –2014 average) 
for the CMIP6 multi-model mean. Color fills show (a) the change in annual and zonal-mean ozone mixing ratios (%) and (b) the 
change in monthly and zonal-mean TCO (DU). Black contour lines in each panel show the present-day climatology as (a) mixing 
ratio (ppm) and (b) DU. [Adapted from Keeble et al., 2021.]
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3.3.4.2 Simulated Impacts of Very Short-Lived 
Substances 

Chlorine and bromine from very short-lived substances 
(VSLSs; halogenated ozone-depleting substances with lifetimes 
shorter than six months) contribute to ozone depletion, particu-
larly in the lower stratosphere, where their present-day contribu-
tion may be up to half as large as that from long-lived ODSs (e.g., 
Hossaini et al., 2015; see also Chapter 1). Overall, while model 
sensitivity experiments show that the contribution of past trends 
in short-lived chlorine species to recent ozone changes is small 
(e.g., Chipperfield et al., 2018; see also Section 3.3.3), the long-
term impact of continued VSLS increases on stratospheric ozone 
recovery remains to be quantified (see also Barrera et al., 2020).

Although VSLSs are not routinely included in all CCMs, the 
previous Assessment reported how simulations of recent ozone 
changes can be improved by the inclusion of VSLSs. Since the last 
Assessment, model studies have sought to quantify the amount 
of chlorine and bromine from VSLSs in the stratosphere, including 
highlighting the important role of transport to the stratosphere in 
the Asian summer monsoon (Adcock et al., 2021). One modeling 
study estimated that the total amount of stratospheric chlorine 
from VSLSs has increased from 69 ± 14 ppt in 2000 to 111 ± 22 
ppt in 2017 (Hossaini et al., 2019). Due to decreases in long-lived 
ODSs over the same period, the increase in chlorine from VSLSs 
has led to their relative contribution to total stratospheric chlorine, 
increasing from ~2% in 2000 to ~3.4% in 2017. Another CCM 
study (Barrera et al., 2020) found that brominated VSLSs account 
for 8 DU (3 %), 2.5 DU (1%), and 5.5 DU (2 %) additional ozone 
loss for the SH mid-latitudes, tropics, and NH mid-latitudes, re-
spectively. The same study also noted that the inclusion of 5 ppt 
biogenic bromine results in a realistic stratospheric bromine load-
ing and improves the agreement between the modeled and ob-
served mid-latitude TCO over the period 1980 –2015, consistent 
with previous findings (Sinnhuber and Meul, 2015). 

3.3.4.3 Attributing Drivers of Past Ozone 
Changes

New sensitivity simulations from the Aerosol and Chemistry 
Model Intercomparison Project (AerChemMIP; Collins et al., 
2017), part of CMIP6 (Box 3-4), can be used to attribute past 
ozone changes to a broader range of individual drivers than was 
possible using the CCMI-1 models in the last Assessment. These 
drivers include emissions of non-methane near-term climate 
forcers (NTCFs; precursors of tropospheric ozone and aerosol; 
lifetimes <10 years), methane (CH4), nitrous oxide (N2O), and ha-
logenated ODSs. AerChemMIP also includes simulations over a 
longer historical time period (1850 –2014 versus 1960 –2014). The 
individual roles of changes in NTCFs, CH4, N2O, and halogenated 
ODSs on historical ozone column changes can be determined 
by contrasting the AerChemMIP sensitivity simulations (with indi-
vidual forcing agents held at their preindustrial levels) against an 
“all-forcing” simulation, where all forcings evolve (histSST; Box 
3-4; Zeng et al., 2022). In contrast to the seven CCMI-1 models 
in the previous Assessment, there are only between three and five 
AerChemMIP models with suitable output to assess the contribu-
tions of the different drivers. 

In close agreement with the CMIP6 simulations (Figure 
3-18), the all-forcing multi-model mean of the four AerChemMIP 
models with interactive stratospheric and tropospheric chemistry 

Figure 3-20. TCO for the CMIP6 multi-model mean from 
1950 to 2022 (historical to 2014 in black and then extend-
ed with SSP2-4.5 in white; see Box 3-4) and the five indi-
vidual observational datasets from Figure 3-6 (thin purple 
lines) and their mean (thick purple line) from 1964–2020. 
Data shown are annual mean values for four different lat-
itude bands: near global (60°S–60°N), NH mid-latitudes 
(35–60°N), tropics (20°S–20°N), and SH mid-latitudes 
(60 –35°S). The CMIP6 multi-model mean is calculated as 
an unweighted mean of the five CMIP6 models available 
that include interactive chemistry schemes. Each model 
is first bias corrected to the observations averaged over 
the period 1964–1980, before being smoothed with an 
11-point boxcar smoothing. The gray and light blue en-
velopes show the spread between the individual models 
that make up the CMIP6 multi-model mean and are calcu-
lated as the ±1 standard deviation of the bias-corrected, 
smoothed model values, averaged 1850 –2100 excluding 
the years 1954–1990, during which time the model vari-
ance becomes artificially low due to the bias correction 
step. [Adapted from Keeble et al., 2021a.]
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shows a gradual increase of near-global mean TCO during ~1900 –
1970, mainly due to the increase in tropospheric ozone (Figure 
3-21). TCO decreases rapidly after the 1970s until the late 1990s, 
when stratospheric ozone depletion dominates its decrease in 
all regions. The largest decrease occurs in the SH mid-latitudes. 
However, in the NH mid-latitudes and the tropics, the continu-
ous increase of the tropospheric ozone column from the 1950s 
contributes to long-term TCO changes, offsetting the reduction 
in stratospheric ozone in these regions. The model spread is par-
ticularly large in the stratospheric ozone changes that contribute 
to the uncertainty in TCO changes, particularly in mid-latitudes.

 As in previous Assessments, the sensitivity simulations—
where individual forcing agents are turned off—can be used to 
quantify the roles of individual drivers in ozone trends. These runs 
reveal the dominant role of ODS-induced stratospheric ozone 
depletion for the global TCO decrease from the 1970s to the late 
1990s (Figure 3-22). During this ozone depletion period, indi-
vidual models differ substantially in simulating the stratospheric 
ozone response to ODS increases; this is the main cause of large 
intermodel differences in the simulated TCO trend. In contrast, 
tropospheric column ozone increases can be attributed to the 
monotonic increases in NTCFs and CH4 (Box 3-4 Figure 1), par-
ticularly from the 1950s to the late 1990s. NTCFs contribute to 
TCO increases largely through increased tropospheric columns 
(Box 3-3), particularly in the tropics and the NH mid-latitudes. 
Methane contributes to total column increases both through the 
tropospheric column (as a tropospheric ozone precursor) and the 
stratospheric column (through its reaction with chlorine, which 
reduces ozone depletion from ODSs), particularly in the mid-lat-
itudes over 1970 –2000. The impact of increased N2O is to de-
crease TCO through its role as an ODS in the stratosphere, even 
though it increases ozone in the tropical lower stratosphere (due 
to “self-healing,” arising from increased UV fluxes as a result from 
a depleted ozone layer aloft), consistent with the CCMI-1 models 
(Morgenstern et al., 2018; Figure 3-22). Note, this impact is es-
timated based on only three AerChemMIP models, as the other 
two did not perform the relevant simulations, and there is a large 
model spread and large interannual variation. 

No simulations directly targeted the impact of carbon di-
oxide (CO2) increases on ozone, but this can be estimated from 
the residual of the other effects, i.e., the difference between the 
impact from all forcings (histSST) and the combined impact from 
the other single-forcing perturbations (NTCFs, CH4, halogenated 
ODSs, and N2O), although only for the three models with the re-
quired simulations. The impact of CO2 on simulated TCO is dom-
inated by changes in the stratospheric partial columns (Figure 
3-22). This includes a slight increase in stratospheric column 
ozone prior to the 1970s due to CO2-induced stratospheric cool-
ing (Chapter 5), which reduces stratospheric ozone loss, mainly in 
the NH mid-latitudes, and a sharp decrease after the late 1970s, 
when ODSs increase and stratospheric cooling leads to en-
hanced ODS-driven ozone depletion. However, this approach of 
deriving the impact of CO2 is associated with large uncertainties, 
as it involves several simulations and cannot account for couplings 
between forcing agents.

These sensitivity simulations can also be used to attribute 
the drivers of vertically resolved ozone trends (Figure 3-23). 
In agreement with previous Assessments, the simulated neg-
ative trend in stratospheric ozone is predominantly driven by 
ODSs during the depletion period (1979–1999). Both the trend 

Figure 3-21. Annual multi-model mean TCO (black) and 
the stratospheric (red) and tropospheric (blue) partial col-
umn ozone anomalies (relative to 1850 –1900 base peri-
od) for 1850 to 2014 from the AerChemMIP histSST sim-
ulation (Box 3-4), for the near-global mean (60°S–60°N), 
NH mid-latitudes (35–60°N), the tropics (20°S–20°N), 
and the SH mid-latitudes (60 –35°S). Four models 
(CESM2-WACCM, GFDL-EM4, MRI-ESM2-0, and UKESM1-
0-LL) are included in the ensemble, and the shaded areas 
are the mean absolute deviation from the multi-model 
mean. The annual means are smoothed using a 20-year 
boxcar filter. For the partial columns, the tropopause is de-
fined using the WMO lapse rate definition in each model. 
[Adapted from Zeng et al., 2022.]
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Figure 3-22. Attribution of total column (black), stratospheric column (red), and tropospheric column (blue) ozone changes to 
(top to bottom) halogenated ODSs, near-term climate forcers (NTCFs), methane (CH4), nitrous oxide (N2O), and carbon dioxide 
(CO2), shown (left to right) for the near-global (60°S–60°N), SH mid-latitude (60 –35°S), tropical (20°S–20°N), and NH mid-lat-
itude (35–60°N) means. Time series are the smoothed annual mean (20-year boxcar filter) AerChemMIP multi-model mean de-
viation of ozone columns from their preindustrial values (1850 –1900). Except for CO2, the impact of each forcing (X) on ozone 
is calculated by subtracting a simulation with a forcing held fixed at the preindustrial level (histX) from one where all forcings 
evolve (histSST – histX; Box 3-4). The impact of CO2 is derived from subtracting the sum of all single-forcing perturbations (i.e., 
ODSs, NTCF, CH4, and N2O) from the all-forcing (histSST) simulation. Shaded areas are the mean absolute deviations from the 
multi-model mean. The tropopause is defined by the WMO lapse rate definition. [Adapted from Zeng et al., 2022.] 
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in ozone and its attribution to ODSs are significant at the 95% 
confidence level throughout the SH mid-latitudes, a large part of 
the NH mid-latitudes, and above 20 hPa in the tropics. Methane 
(CH4) plays a significant role in driving the positive ozone trend 
in the mid-latitude middle to upper stratosphere and in the trop-
ical upper stratosphere. The combined impact of N2O and CO2 
on ozone is predominantly negative and is significant (at the 
95% confidence level) in the middle stratosphere over the NH 
mid-latitudes and the upper tropical stratosphere. The net impact 
of greenhouse gases (GHGs) on stratospheric ozone during that 
period is largely insignificant (at the 95% confidence level) due to 
the opposing effects of CH4 versus that of CO2 and N2O. 

Between 2000 and 2014, the ozone trends from the 

all-forcing simulation are largely positive and significant in the 
upper stratosphere, due mainly to the decline in ODSs. The in-
dividual forcings do not result in any significant trends in strato-
spheric ozone due to the brevity of the simulation period and a 
large model uncertainty. The increase in GHGs as well as declining 
ODSs drive the positive ozone trend in the middle to upper strato-
sphere (Figure 3-23), in agreement with the last Assessment. 
The trend in ozone in the middle and upper stratosphere due to 
CH4 increases is negative during this period (although generally 
not significant at the 95% confidence level), reflecting a coupling 
with now decreasing ODSs. 

In the lower stratosphere, the ozone trends due to all forc-
ings and individual forcings are masked by large dynamical 

Figure 3-23. Attribution of stratospheric ozone trends along a vertical profile as a function of pressure as simulated by the Aer-
ChemMIP models, for (left to right) SH mid-latitudes (60 –35°S), tropics (20°S–20°N), and NH mid-latitudes (35–60°N), calculat-
ed over the periods (top panels) 1979–1999 and (bottom panels) 2000 –2014. The black lines show the vertically resolved trends 
in the multi-model mean ozone from the histSST simulation (Box 3-4), which includes all forcings, with the 2σ uncertainty range 
shaded in gray (accounting for statistical and model uncertainty). Colored lines show the contributions to the trends from ODSs 
(red), the combined greenhouse gases (CO2, N2O, and CH4; dark blue), NTCFs (yellow), CH4 (orange), and combined N2O and 
CO2 (green). The 2σ uncertainty ranges are indicated for ODSs and combined greenhouse gases as error bars. The impact from 
the combined greenhouse gases is derived by subtracting the impact from ODSs and NTCFs from the all-forcing histSST simula-
tion. Numbers in parentheses next to the labels are the number of the models included in the ensemble. [Adapted from Zeng et 
al., 2022.]
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variability, as was shown for the CCMI-based results presented in 
the last Assessment. Although the ozone trend due to all forcings 
here is small and insignificant, contributions from individual forc-
ings are much larger, but there is some offsetting and cancellation 
between them. The increase in CO2 drives a strengthening of the 
BDC (Sections 3.3.3 and 3.4; see also Chapter 5), which leads to 
an ozone reduction in the tropical lower stratosphere. Meanwhile, 
the increases in NTCFs, CH4, and N2O lead to lower-stratospheric 
ozone increases mainly through chemical processes, although 
this is outweighed overall by the impact of CO2 on the circulation. 
Significant trends in ozone occur only in the lowermost tropical 
stratosphere, driven by NTCF increases over this period.

3.4 PROJECTED OZONE CHANGES 

While past changes in ozone can be evaluated using a 
combination of observations and models, detailed projections 
of ozone rely on simulations performed using chemistry–climate 
models (CCMs). This section discusses future ozone recovery, 
including its impacts on the troposphere, using new simulations 
that have become available since the last Assessment. The ozone 
impact of potential future supersonic and hypersonic transport is 
discussed in Section 4.3.5.3, as this issue is most relevant for polar 
ozone. 

3.4.1 Model Projections and Their 
Uncertainty

CCMs provide projections of ozone recovery under differ-
ent future emissions scenarios, often as part of a coordinated, 
multi-model activity where the different models follow the same 
protocols to perform a comparable set of simulations (Box 3-4). 
As in the previous Assessment, three types of uncertainty for 
these future ozone projections can be considered: internal vari-
ability of the climate system (sometimes called “weather noise”); 
structural uncertainty from the way the models are built, with 
the result that different models may not respond consistently to 
identical inputs; and scenario uncertainty, which is the spread in 
simulated atmospheric composition and climate from following 
different scenarios. The relative importance of these uncertainties 
varies at different spatial and temporal scales and for different 
variables (Hawkins and Sutton, 2009, 2010). Analysis from an ear-
lier model intercomparison project (Charlton-Perez et al., 2010) 
indicates that, compared to scenario uncertainty, internal variabil-
ity and structural uncertainty are larger drivers of uncertainty in 
global ozone projections over the first two-thirds of this century. 
Typically, the spread in model results from these two uncertain-
ties is reduced by simple averaging across ensemble members to 
form a multi-model mean. While this potentially reduces the un-
certainty from internal variability (assuming there is no bias in that 
quantity), a simple unweighted mean does not account for known 
differences in model skill across the ensemble (e.g., Dhomse et 
al., 2018). Statistical methods have been demonstrated to ac-
count for variable model skill in projections of stratospheric ozone 
(Amos et al., 2020), but these methods have not been assessed 
outside the polar regions, and additional evidence is required to 
evaluate best practices (see also Box 3-1). 

Scenario uncertainty is outside the control of the models and 
arises from the ultimately unknowable future trajectories of green-
house gas (GHG) and pollutant emissions and the societal chang-
es that underpin them (although there is considerable debate as 

to what futures are “likely”; e.g., Hausfather and Peters, 2020). 
Since the last Assessment, CMIP6 model simulations following a 
new set of future emissions scenarios, the Shared Socioeconomic 
Pathways (SSPs), have been run (see Box 3-4). All these scenari-
os assume future compliance with the Montreal Protocol and its 
Amendments and adjustments, meaning that the future emissions 
of controlled ozone-depleting substances (ODSs) are the same 
across the SSPs. At the same time, the SSPs cover a range of fu-
ture changes in well-mixed GHGs (such as CO2, N2O, and CH4) 
and near-term climate forcers (NTCFs, which include precursors 
to tropospheric ozone and aerosols; Gidden et al., 2019). It is 
well known that projections of total column ozone (TCO) are sen-
sitive to the emissions of these species (e.g., Dhomse et al., 2018; 
Morgenstern et al., 2018). However, the SSPs necessarily repre-
sent only a limited number of trajectories, excluding, for instance, 
future unregulated emissions of ODSs banned by the Montreal 
Protocol (Section 3.4.4), future very short-lived substance (VSLS) 
emissions (Section 3.3.3.2), volcanic eruptions (Section 3.2.1.3), 
hydrogen emissions from a future where hydrogen plays a large 
role as an energy source (Chapter 1), future supersonic and hy-
personic transport (Chapter 4), and the impacts of stratospheric 
climate interventions (Chapter 6). 

Finally, there are no standard simulations targeted at under-
standing and characterizing the response of CCMs to idealized 
ODS emissions, allowing comparison between different models 
and between different multi-model experiments (cf. the 2×CO2 
simulations that form part of the so-called DECK experiments in 
CMIP; Meehl et al., 2014). This hampers our ability to compare 
projected ozone and ozone recovery metrics across different as-
sessments, as the scenarios are refined or changed.

3.4.2 Total Column Ozone and Expected 
Return to 1980 Levels

The simulated evolution of 21st-century annual mean TCO 
strongly depends on the SSP scenario and latitude band con-
sidered (Figure 3-18; Keeble et al., 2021a). For scenarios with 
stabilizing or slightly declining GHG levels (SSP2-4.5, SSP4-3.4, 
and SSP4-6.0), near-global mean (60°S–60°N) TCO is projected 
to return to mid/late-20th century levels by the middle of the 21st 
century and remain at those levels until 2100. For scenarios with 
continued GHG increases (SSP3-7.0 and SSP5-8.5), near-global 
TCO is projected to return to mid/late-20th century levels soon-
er and significantly exceed these levels throughout the latter 
half of the 21st century. In contrast, despite the assumption that 
halogenated ODSs will continue to decline throughout this cen-
tury, near-global TCO is not projected to return to mid/late-20th 
century levels under scenarios with the strongest GHG and NTCF 
mitigation (SSP1-1.9 and SSP1-2.6) due to the NTCF-driven reduc-
tions in tropospheric ozone.

A long-standing milestone on the road to ozone recovery is 
the year at which TCO is projected to return to 1980 values. Only 
the five CMIP6 models that include interactive chemistry schemes 
are used for the calculation of the TCO return dates discussed 
here, since their ozone fields are consistent with both the future 
emissions scenario and internal model dynamical fields. This is a 
relatively small number of models compared to that used in the 
previous Assessment, which drew on the projections from 19 
models, meaning that here structural uncertainty is under sam-
pled. On the other hand, this Assessment presents return dates 
for four scenarios (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5) 
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as opposed to the one from the last Assessment (RCP6.0). Each 
scenario assumes the same future emissions of species regulated 
under the Montreal Protocol and its subsequent amendments, 
and so any difference in return dates between scenarios is due to 
the impacts of other emitted species, such as GHGs and tropo-
spheric ozone precursors.

TCO return dates are calculated following the approach used 
in the previous Assessment (and described in detail by Dhomse 
et al., 2018). In brief, the individual CMIP6 models are first bi-
as-corrected to match the observations (in this case the NIWA-
BS dataset; Bodeker et al., 2020) averaged over 1980 –1984. 
They are then smoothed with an 11-point boxcar filter to reduce 

internal variability. The bias-corrected, smoothed time series 
for each of the five models are then averaged together to give a 
single multi-model mean time series for each SSP scenario. The 
return date is defined as the first time this multi-model mean TCO 
reaches an annual mean value equal to or higher than the 1980 
TCO value. Uncertainty estimates for the return dates are given 
by the first and last times at which the ±1 standard deviation en-
velope (calculated from the individual model time series) crosses 
the 1980 TCO value. The process is illustrated in Figure 3-24a, 
which shows two hypothetical TCO projections: one where TCO 
recovers rapidly and exceeds the 1980 value by the end of the 
century (FastRecovery), and another where TCO recovers slowly 
and only slightly exceeds the 1980 value (SlowRecovery). Both 

Figure 3-24. Year at which TCO recovers to its 1980 value. (a) Recovery date and error bar calculation for two different idealized 
scenarios of ozone recovery: FastRecovery (yellow) and SlowRecovery (green). The recovery date is when the multi-model mean 
(thick lines) meets the 1980 value (arrows with solid lines; 1980 value indicated by dashed black line), with the upper and lower 
bounds of its uncertainty corresponding to when, respectively, the top and bottom of the 1 standard deviation envelope (from 
the spread of the individual means; indicated by shading) also meet the 1980 value (arrows with dotted lines). (b) TCO recovery 
dates for different latitude bands and for four SSPs, calculated using five CMIP6 models (thicker lines, solid circles; uncertainty 
indicated by bars calculated as per panel [a]), as well as models from the CCMVal2 (SPARC, 2010) and CCMI-1 (Morgenstern et 
al., 2017) experiments (thinner lines, unfilled circles; error bars for CCMI-1 as per SSPs, whereas CCMVal-2 are the 95% confi-
dence interval based on the individual model simulations), as shown in the previous Assessment and documented by Dhomse 
et al. (2018). The multi-model mean TCO does not return to its 1980 value by 2100 for the global, tropics, and NH mid-latitudes 
for SSP1-2.6, and for the tropics for SSP2-4.5. Global return dates are calculated using data averaged from 60°S–60°N for the 
CCMI-1 and SSP simulations and from 90°S–90°N for CCMVal2.
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have the same variance. The FastRecovery scenario clearly recov-
ers to the 1980 value sooner than SlowRecovery and so has an 
earlier return date. There is also a much smaller uncertainty asso-
ciated with the FastRecovery return date, despite the identical 
variances, since the lower bound on the projected TCO remains 
above the 1980 value from the late 2040s onward. In contrast, 
the lower bound for TCO remains below the 1980 value beyond 
2100 for the SlowRecovery scenario. TCO projections that only 
slightly exceed the 1980 TCO value therefore have large uncer-
tainty ranges in their return dates.

Generally, TCO return dates from CMIP6 models using the 
SSPs are consistent with those from previous modeling activities 
(Figure 3-24b). Under the SSP2-4.5 scenario, which assumes 
more modest increases in GHGs, near-global mean (60°S–60°N) 
TCO is projected to return to 1980s values before the middle of 
the century (around 2040). In contrast, under scenarios with the 
least mitigation for GHGs and NTCFs (SSP3-7.0 and SSP5-8.5), 
near-global mean TCO is projected to return to 1980 values earli-
er (around 2030). However, as noted above, for the scenario with 
the strongest mitigation (SSP1-2.6), the total column is not pro-
jected to return to 1980 values before 2100. Recovery happens 
for all analyzed SSPs in the SH mid-latitudes (where the levels of 
tropospheric ozone precursors are already low), but ozone does 
not return to 1980 values in the tropics for the two SSPs with the 
strongest (SSP1-2.6) and comparatively strong (SSP2-4.5) mit-
igation (Figure 3-24b). In addition, tropical TCO recovery for 
the SSP with weakest GHG mitigation (SSP5-8.5) does not last 
the whole century (Figure 3-24b), as the strengthened Brewer–
Dobson circulation (BDC; see Chapter 5) reduces the column 
beyond 1980 levels after about 2070 (Figure 3-18). Finally, some 
of the return dates are associated with very large uncertainty es-
timates, particularly the near-global return date under the SSP2-
4.5 scenario and the tropical return dates under the SSP3-7.8 and 
SSP5-8.5 scenarios (Figure 3-24b). This is because TCO remains 
close to the 1980 value for several decades on either side of the 
return date for those scenarios, and interannual variability means 
that it may rise above and fall below the return threshold.

While the 1980 return date has been widely used as a 
metric of ozone recovery in this and previous Assessments and 
remains an important milestone on the road to ozone recovery, 
it has some shortcomings. In addition to the fact that significant 
ozone depletion occurred before 1980 (Shepherd et al., 2014; 
Langematz et al., 2016), future ozone changes in some regions 
may be dominated by changes in other processes, such as strato-
spheric temperature and circulation changes following increases 
to GHGs or changes happening in the troposphere (Box 3-3). 
Overall, this can mean that despite reductions in stratospheric 
halogens, the total column never returns to historical values. 
Return dates also do not measure the overall integrated decrease 
in ozone prior to that date, which may be more relevant for some 
impacts (e.g., changes in surface UV). This is particularly true for 
short-lived halogenated ODSs (Section 3.3.4.2), which, owing to 
their short atmospheric lifetimes, may substantially deplete strato-
spheric ozone without affecting TCO return dates. 

Recognizing these shortcomings, a new ozone recovery 
metric has recently been proposed to use alongside return 
dates: integrated ozone depletion (IOD; Pyle et al., 2022). IOD 
measures the time integrated TCO difference between separate 
future ozone projections, each following different halogen emis-
sions scenarios. For example, a hypothetical, large, short-dura-
tion emission of a halogenated species with a short lifetime (e.g., 
methyl chloride [CH3Cl] or methyl bromide [CH3Br]) would result 
in substantial ozone depletion, and therefore a large IOD, but 
potentially no change in the return date if the additional emit-
ted halogen is removed from the atmosphere before the total 
column has returned to historical values. Conversely, additional 
emissions of a long-lived species like CFC-11 could result in TCO 
reductions of a few Dobson units for several decades, which may 
lead to large delays in ozone return dates, but only a small IOD. 
Using CCM simulations, it has been shown that there is a linear 
relationship between IOD and the product of the time-integrat-
ed additional emissions (in Tg chlorine) of a halogenated species 
and the ratio of the species’ whole-atmospheric lifetime to its 
stratospheric lifetime (Figure 3-25). There is scope to exploit this 
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Figure 3-25. Integrated ozone 
depletion (IOD; units of DU years) 
from different CCM simulations 
performed with the UM-UKCA 
chemistry-climate model, plotted 
against the cumulative emissions 
of a halogenated source gas (quan-
tified in units of Tg Cl) multiplied 
by the dimensionless ratio of the 
whole-atmospheric lifetime to the 
stratospheric lifetime of that halo-
genated source gas. The different 
colored points correspond to CCM 
experiments with different emitted 
species (different shapes), the mag-
nitude of the annual emissions or 
production (with an “X”; includes 
a major portion that goes in banks) 
of that species, and the duration of 
the emissions. [Adapted from Pyle 
et al., 2022.]
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empirical relationship to estimate IOD values without the need 
for CCM simulations, allowing simple predictions of the impact of 
halogenated emissions on ozone recovery.

3.4.3 Vertically Resolved Ozone Projections
Vertically resolved changes over the 21st century also depend 

strongly on the future scenario. Zonal-mean ozone differences 
between the end of the 21st century (2086–2100 average) and 
the present day (2000 –2014 average) are shown in Figure 3-26 
for a range of SSPs (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5) 
and a subset of the CMIP6 models (after Keeble et al., 2021a). 
The zonal-mean picture is complemented by the future evolution 
of TCO and the stratosphere and troposphere partial columns 
(Figure 3-27). Ozone mixing ratios in the upper stratosphere and 
SH polar lower stratosphere are projected to increase for all the 
SSPs shown, consistent with the decline in halogenated ODSs. 
The upper-stratospheric increases in ozone grow in magnitude as 
the GHG emissions increase across the scenarios (moving from 
SSP1-2.6 to SSP5-8.5) due to the resulting CO2-induced cooling 

of the stratosphere (e.g., Isaksen et al., 1980). 

Significant differences between the scenarios are seen in 
the troposphere and tropical lower stratosphere. Tropospheric 
ozone mixing ratios decrease in the scenarios with large reduc-
tions in the emissions of ozone precursors (SSP1-2.6 and SSP2-
4.5). In particular, under SSP1-2.6 the decreases in tropospheric 
ozone are particularly strong in the Northern Hemisphere, while 
the increases in stratospheric ozone outside of the Antarctic polar 
lower stratosphere are smaller than in other scenarios (consistent 
with less CO2-induced cooling). The strong emissions mitigation 
in these scenarios slow or prevent the return of TCO to its histori-
cal levels (Section 3.4.2).

In contrast, ozone mixing ratios are projected to increase 
throughout much of the troposphere and upper stratosphere in 
the SSPs with weak or little mitigation (SSP3-7.0 and SSP5-8.5), 
leading to the projected super-recovery of the mid- and high-lat-
itude TCO by the end of the century (Figure 3-18). However, 
ozone mixing ratios are projected to be lower in the tropical 

Figure 3-26. Simulated CMIP6 multi-model mean (12 models) and zonal-mean ozone changes (%) between the beginning 
(2000 –2014 average) and end (2086–2100 average) of the 21st century. The present-day (2000 –2014) zonal mean ozone clima-
tology (as mixing ratio, in ppmv) is also shown as black contour lines. Changes are shown for the (a) SSP1-2.6, (b) SSP2-4.5, (c) 
SSP3-7.0, and (d) SSP5-8.5 scenarios (see Box 3-4). [Adapted from Keeble et al., 2021a.]
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Figure 3-27. Time series of annual and CMIP6 multi-model mean anomalies (four models; relative to 2015) for TCO (black) and 
stratospheric (red) and tropospheric (blue) partial column ozone for the (left to right) SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5 
scenarios (see Box 3-4), shown for (top to bottom) the near-global mean (60°S–60°N), NH mid-latitudes (35–60°N), tropics 
(20°S–20°N), and SH mid-latitudes (60 –35°S). Shaded areas, for the stratospheric and tropospheric ozone columns, are the 
mean absolute deviations from the multi-model mean. [Updated from results published by Keeble et al., 2021a.]
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lower stratosphere by the end of the century (Figure 3-26) for 
these scenarios. As noted in the last Assessment, this is due to the 
acceleration of the BDC, resulting in decreases in tropical low-
er-stratospheric ozone and the reduced production of ozone, due 
to a thicker overhead column ozone (Eyring et al., 2013; Iglesias-
Suarez et al., 2016; Meul et al., 2016; Keeble et al., 2017). This 
decrease in lower-stratospheric ozone offsets increases at higher 
altitudes, leading to renewed TCO decreases in the latter half 
of the 21st century for the SSP with the strongest GHG increases 
(SSP5-8.5), despite projected reductions in stratospheric halo-
gens under the Montreal Protocol (Figure 3-18; Section 3.4.2).

3.4.4 Impacts of Unregulated CFC-11 Emis-
sions on Ozone Recovery 

Since the last Assessment, a new source of CFC-11 emissions 
was identified in East Asia (Montzka et al., 2018; Rigby et al., 2019; 
see also Chapter 1). Given the well-established effectiveness of 
chlorofluorocarbon-derived chlorine at depleting stratospheric 
ozone, several recent model studies have estimated the impacts 
of increased CFC-11 emissions on the trajectory of stratospher-
ic ozone recovery (Dameris et al., 2019; Dhomse et al., 2019; 
Fleming et al., 2020, 2021; Keeble et al., 2020; WMO, 2021). In 
contrast to the CMIP6 simulations, which explored future ozone 
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Figure 3-28. Dependence of global (90°S–90°N) annu-
al mean TCO 1980 return dates on cumulative additional 
equivalent CFC-11 emissions (Gg), emitted up to the return 
date for each simulation, for various models. Colors rep-
resent different models and symbols represent different 
simulations. Each model performed a baseline simula-
tion (circles) with the WMO A1 scenario for ODS halogen 
loadings (WMO, 2018). On top of this baseline scenario, 
the models performed perturbation simulations (stars and 
triangles) with different assumptions of additional CFC-11 
emissions (and in some cases CFC-12, which are converted 
to equivalent CFC-11 emissions) shown by the x-axis. The 
dashed lines show the best linear fits to the simulations for 
each model, with the slope giving the delay in global TCO 
recovery in units of years per 1000 Gg. For consistent plot-
ting, the simulated return dates for EMAC (which ignores 
some replacement chlorine compounds and produces 
early recovery) and GEOSCCM have been moved later by 
20 years and 5 years, respectively. [Adapted from WMO, 
2021.]

changes for specific emissions scenarios, there are no com-
mon scenarios that consider noncompliance with the Montreal 
Protocol, and, instead, individual studies followed different as-
sumptions for CFC-11 emissions. Nevertheless, a key result that 
emerges from combining these studies is a linear relationship 
between the cumulative amount of CFC-11 emitted and metrics 
of stratospheric ozone recovery: global total column depletion 
and the delay in return dates (Keeble et al., 2020; Fleming et al., 
2021; WMO, 2021). This allows an estimate of the impact of the 
actual emissions of CFC-11 identified through observations, even 
if that specific scenario has not been performed with a chemistry 
model.

Using the linear relationship, given the estimated addition-
al 120 –440 Gg CFC-11 emissions over the period 2012–2019 
(WMO, 2021), and applying a decrease of 0.4– 0.7 DU per 1000 
Gg cumulative CFC-11 emissions (Keeble et al., 2020; Fleming et 
al., 2021), the estimated global mean total column depletion is 
0.05– 0.31 DU. This is supported by further simulations run from 
2000 to 2017 with and without an additional 230 Gg (cumula-
tive) CFC-11 emissions. These runs simulate the impact of the ad-
ditional CFC-11 emissions specifically on polar ozone, where the 
response is expected to be largest, and even here the impact is 
small (Dhomse et al., 2019; WMO, 2021). Together, these studies 
indicate that the impact of increased emissions of CFC-11 to date 
have had a small impact on TCO, and, for instance, do not explain 
the recent lower-stratosphere ozone trends (see Section 3.3.3).

Finally, as with TCO, a linear relationship between the addi-
tional CFC-11 emissions and the delay of total ozone recovery to 
1980 values can be estimated from the simulations, with the delay 
varying between 0.9 and 4.2 years per 1000 Gg cumulative CFC-
11 emissions (Figure 3-28). Based on the estimated 120 –440 
Gg cumulative additional CFC-11 emissions for 2012–2019, the 
estimated delay to global ozone recovery is 0.4–1.3 years. While 
this further supports the fact that the additional CFC-11 emissions 
to date will have only a modest impact on stratospheric ozone 

recovery, it is clear from the linear relationships that if additional 
unregulated CFC-11 emissions were to continue in the future, no-
ticeable delays to ozone return dates could result. 

3.4.5 Impacts of Stratospheric Ozone 
Recovery on Tropospheric Ozone

Changes in the stratosphere will impact tropospheric 
ozone (Zeng et al., 2010) both dynamically, mainly via enhanced 
stratosphere-to-troposphere (STT) transport through a strength-
ened BDC (Butchart, 2014; Chapter 5), and chemically, such as 
through changes in photolysis rates via UV radiation changes due 
to changes in overhead ozone columns (Voulgarakis et al., 2013). 
The resulting impact on tropospheric ozone depends strongly on 
the scenario.

The influence of a future stratosphere on tropospheric ozone 
has been explored in four CMIP6 models running a weak mitiga-
tion scenario (SSP3-7.0; Griffiths et al., 2021; Figure 3-29). For 
these models, STT increases over the 21st century, consistent with 
the stratospheric ozone recovery (due to the reduction in ODSs) 
and a strengthened BDC (due to increased GHGs; Figure 3-29). 
There is, however, a large model spread in the magnitude of the 
STT increase. By the end of this century, STT exceeds pre-deple-
tion levels in all models except the one that shows the strongest 
ozone depletion over 1980 –2000 (UKESM1-LL-0). Moreover, the 
strongest STT increase is seen in the model that shows the weak-
est ozone depletion (MRI-ESM2.0). Confidence in the magni-
tudes of these changes in STT is low, however. STT was not direct-
ly diagnosed by the models and is instead inferred as a residual of 
other fields by assuming that tropospheric chemical production 
and the net influx from STT balances tropospheric chemical loss 
and dry deposition to the surface, and this is somewhat sensitive 
to how the tropopause is defined (Young et al., 2018; Griffiths et 
al., 2021).

STT has also been explored in other CCMs, giving broadly 
consistent results to the CMIP6 models. Since the last Assessment, 
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Figure 3-29. Time series of the simulated tropospheric ozone budget terms over 1850 –2100 in four CMIP6 models from the 
historical (1850 –2014) and SSP3-7.0 (2015–2100) simulations, showing dry deposition (green), net chemical production (NCP, 
blue), and the residual (dry deposition minus NCP, assumed to be net stratospheric influx; red). The troposphere is delimit-
ed using the WMO tropopause definition. The budget terms are shown for the four CMIP6 models with the required output: 
UKESM1-0-LL, CESM2-WACCM, GFDL-ESM4, and MRI-ESM2-0. [Adapted from Griffiths et al., 2021.]

there has been further analysis of a subset of seven CCMI-1 CCMs, 
providing a more detailed exploration of the potential impact of 
future stratospheric ozone changes on the tropospheric ozone 
burden using a stratospheric ozone tracer (Abalos et al., 2020). 
This stratospheric transport tracer (O3S) is a diagnostic that is di-
rectly related to the ozone concentration in the stratosphere, but 
in the troposphere its value is affected by photochemical destruc-
tion and deposition, meaning that it can be used as a marker of 
the fraction of tropospheric ozone that originated in the strato-
sphere. For the RCP6.0 scenario (which has lower emissions than 
the SSP3-7.0 scenario), the O3S tropospheric column increases 
from the year 2000 to around 2060, consistent with stratospheric 
ozone recovery and an enhanced BDC, which both contribute to 
enhanced STT (Abalos et al., 2020; Figure 3-30a). The propor-
tion of the tropospheric ozone column attributable to O3S (i.e., 
ozone sourced from the stratosphere) increases monotonically in 
all models. However, there is a large spread in the absolute value 
of this proportion between the models, ranging from 22 to 45% at 
the start of the 21st century and 25 to 55% at the end of the century 
(Abalos et al., 2020; Figure 3-30b). In terms of attributing driv-
ers to the STT trends, the CCMI analysis found that ODS-induced 
stratospheric ozone changes overwhelm the greenhouse gas ef-
fect on the BDC between 2000 and 2100 (Abalos et al., 2020). 

Although the decline of ODSs has been projected to weaken 
the BDC (Polvani et al., 2019; see also Chapter 5), the increased 
ozone reservoir in the stratosphere dominates the future ozone 
STT trends (Abalos et al., 2020). 

The relative contributions to future STT from ODSs and GHG 
changes will depend on the emissions scenario, with a poten-
tially bigger contribution from an enhanced BDC in higher GHG 
emissions scenarios. A single model study has projected a 53% 
increase in STT between 2000 and 2100 under a high emissions 
scenario (RCP8.5), attributing 46% of this to the effects of increas-
ing GHGs and 7% to the effects of decreasing ODSs. This results 
in the ratio of O3S to the total tropospheric ozone increasing from 
43 to 46% in the Northern Hemisphere and from 48 to 52% in the 
Southern (Meul et al., 2018). The same single model study also 
explored a scenario with weak mitigation (RCP6.0) and found 
that the ratio of O3S to tropospheric column ozone had a similar 
increase despite a smaller STT increase. This underlines that the 
relative impact of stratospheric ozone on tropospheric ozone de-
pends on the evolution of tropospheric ozone under different fu-
ture GHG and ozone precursor scenarios. Nevertheless, a robust 
result from the simulations is that a projected future increase in 
STT associated with higher GHG emissions will have a detectable 
impact on tropospheric ozone.

UKESM1-LL-0 CESM2-WACCM

GFDL-ESM4 MRI-ESM2-0
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Finally, the last Assessment noted that future changes in tro-
pospheric ozone are likely to be dominated by changes in pre-
cursor emissions, with the stratosphere playing a relatively minor 
role in the increasing tropospheric ozone abundance. However, 
given that most tropospheric ozone precursors decrease under 
the new SSPs (apart from methane, which follows a range of tra-
jectories; Box 3-4), STT plays an increasingly important role in 
tropospheric ozone changes. Indeed, recent improvements in 
diagnostic and modeling tools provide new evidence that the 

stratosphere has had a much larger influence than previously 
thought over the most recent climatological period (1980 –2010; 
Williams et al., 2019). Moreover, a new accounting method pro-
posed for the tropospheric budget also suggests an increased 
importance for ozone of stratospheric origin (Bates and Jacob, 
2020). If these tools and methods are assessed in additional mod-
els and applied more generally, it could lead to a reappraisal of 
the role of the stratosphere in current and projected tropospheric 
ozone budgets.

Figure 3-30. Time series for 2000 –2100 of (a) the tropospheric column contribution of the stratospheric ozone tracer (O3S) and 
(b) the ratio of O3S to the global tropospheric ozone column, from the REF-C2 simulations of seven CCMs from the CCMI-1 exper-
iment (Morgenstern et al., 2017). [Adapted from Abalos et al., 2020.]
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APPENDIX 3A : DATA SOURCES

3A.1 PROXIES USED IN DIFFERENT 
PUBLISHED OZONE TREND MODELS

The proxies, parameters used for the proxies, and their data 
sources are listed in Table 3A-1.

3A.2 GROUND-BASED DATASETS 

The total column ozone (TCO) and profile trends assessed in 
this report are based on datasets listed in Table 3A-2 for ozone 
observations by ground-based techniques. Most ground-based 
data records have been simply extended in time since the 2018 
Assessment and are archived in the WOUDC or NDACC databas-
es. This is the case for Dobson and Brewer spectrophotometers, 
SAOZ spectrometers, FTIR spectrometers, microwave radiome-
ters, lidars, balloon-borne ozonesondes, and aircraft-mounted 
sensors (see WMO, 2018, and references therein).

Since the last Assessment, several records have been re-
vised to detect and correct for inhomogeneities. The four NOAA 

Dobson Umkehr datasets of Boulder, Lauder, Observatoire de 
Haute-Provence (OHP), and Mauna Loa have been optimized 
through a day-to-day comparison with Umkehr profiles simulated 
by a chemical transport model (Petropavlovskikh et al., 2022), 
resulting in a noticeable bias reduction compared to MLS and the 
combined SBUV and OMPS records.

There is a seasonal dependence to the difference between 
TCO measurements by Dobson and Brewer spectrophotometers 
that is attributed to the temperature sensitivity of the ozone ab-
sorption coefficient of the Dobson instrument (Redondas et al., 
2014). The Arosa datasets have been reprocessed using a newer 
ozone absorption cross section (Serdyuchenko et al., 2014) in 
conjunction with an effective ozone temperature dataset. This 
has reduced the seasonal dependence of the difference to 1% 
(Gröbner et al., 2021). The quality of the world’s longest ozone 
column measurements time series has been assessed, with the 
conclusion that any bias induced by the automatization and the 
relocation of the Dobson instrument is not statistically significant 
(Stübi et al., 2021).

Proxy Parameter Data Sources

Solar Cycle

10.7 cm solar radio flux National Research Council Canada Dominion Radio Astrophysical Observatory: 
www.spaceweather.gc.ca/forecast-prevision/solar-solaire/solarflux/sx-en.php

30 cm solar radio flux CNES Collecte Localisation Satellites Space Weather Services:  spaceweather.cls.fr/services/radioflux/

Core-to-wing ratio of Mg II doublet 
(280 nm)

University of Bremen:  www.iup.uni-bremen.de/UVSAT/Datasets/mgii

QBO
EOF1 and EOF2 of tropical zonal winds Free University of Berlin:  www.geo.fu-berlin.de/en/met/ag/strat/produkte/qbo/

Tropical zonal winds at 2 pressure levels 
(e.g., 30 and 50 hPa; 10 and 30 hPa)

NOAA National Weather Service Climate Prediction Center:  www.cpc.ncep.noaa.gov/data/indices/

ENSO

Multivariate ENSO index  (v1 super-
seded 

by v2 from December 2018) 

NOAA Earth System Research Laboratory:  www.esrl.noaa.gov/psd/enso/mei/

Niño 3.4 index NOAA National Weather Service Climate Prediction Center:  
www.cpc.ncep.noaa.gov/data/indices www.cpc.ncep.noaa.gov/products/precip/CWlink/MJO/enso.shtml

Southern Oscillation index

Aerosol

Aerosol extinction, optical depth, 
and properties

NASA EarthData ASDC: asdc.larc.nasa.gov/project/GloSSAC/GloSSAC_2.0

Aerosol extinction Chouza et al. (2020)

Aerosol optical depth NASA Goddard Institute for Space Studies:  data.giss.nasa.gov/modelforce/strataer (terminates in 2012)

Other 
Dynamical 

Proxies

Brewer–Dobson circulation (BDC): 
eddy heat flux (EHF) at 100 hPa

NOAA National Weather Service Climate Prediction Center:  
www.cpc.ncep.noaa.gov/products/stratosphere/polar/polar_body.html

North Atlantic Oscillation (NAO) index NOAA National Weather Service Climate Prediction Center: 
www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml

Arctic Oscillation (AO) index NOAA National Weather Service Climate Prediction Center: 
www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/ao.shtml

Antarctic Oscillation (AAO) index NOAA National Weather Service Climate Prediction Center: 
www.cpc.ncep.noaa.gov/products/precip/CWlink/daily_ao_index/aao/aao.shtml

Tropopause pressure (TP) NOAA Earth System Research Laboratory: 
www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.tropopause.html 

NASA Global Modeling and Assimilation Office: disc.gsfc.nasa.gov/datasets?project=MERRA-2

Upper BDC index (UBDC) Ball et al. (2016)

Indian Ocean Dipole Mode Index (IOD MI) psl.noaa.gov/gcos_wgsp/Timeseries/DMI/

Table 3A-1. Proxies used in different published ozone trend models, including representative data sources. Those used in the 
different trend analyses presented in Section 3.3 are highlighted in bold text. 
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Ongoing efforts are being conducted by the ozonesonde 
community to quantify the uncertainties and biases of those 
measurements (Tarasick et al., 2021) in the framework of the 
ASOPOS 2.0 project (Smit and Thompson, 2021). There is also 
an effort to homogenize the individual ozonesonde datasets, 
performed either by the station scientists themselves or in the 
broader framework of the Tropospheric Ozone Assessment 
Report Phase 2 (TOAR II) project (42 of the stations have been 
processed [R. van Malderen, personal communication] and are 
used in the zonal-mean anomalies time series and trends in this 
Assessment; see Table 3A-2). However, comparisons between 
TCO from ECC ozonesondes and OMI and OMPS TCO show a 
decrease in TCO and stratospheric ozone up to 6% for one-third 
of the 37 stations after 2013. This decline is attributed to ozone 
measured by the ECC instruments, although no single property of 
the ozonesondes explains the findings (Stauffer et al., 2020). The 
post-2013 datasets of the affected sites should not be used for 
trend estimation and are not used in this Assessment.

The Izaña FTIR record has been reprocessed using an 

improved retrieval algorithm that optimizes the selection of 
ozone spectral micro windows and simultaneously retrieves the 
temperature (García et al., 2022). This enhances the precision 
and accuracy of the FTIR ozone total column by 0.1– 0.2% and 
results in better agreement with coincident Brewer observations.

Since the 2018 Assessment, European ozone lidars have 
been evaluated in two campaigns (Wing et al., 2020, 2021), with 
the conclusion that there is good agreement between all ozone 
lidar measurements in the range of 15–41 km, with relative differ-
ences between collocated ozone profiles of less than ±10%.

3A.3 MERGED AND INDIVIDUAL SATELLITE 
DATASETS 

3A.3.1 Total Column Ozone
Since the last ozone Assessment, TCO time series have been 

updated and reported as zonal-mean and global mean datasets 

Instruments
Altitude Range 

Vertical Resolution
Units

Station (Start of Data Record)

60 –35°S 20°S –20°N 35– 60°N

Ozonesonde 0–30 km 
~150 m 

mPa

Lauder (1986), 
Macquarie Island (1994), 

Broadmeadows (1999)

*Hilo (1982),
[*Samoa (1986)], 

*Izaña (1995), 
[Ascension (1998)], 

[*Fiji (1997)], 
Irene (1998), 

[Nairobi (1998)], 
[Natal (1998)], 

Reunion (1998), 
Kuala Lumpur (1998), 
*Paramaribo (1999), 

Hong Kong Observatory (2000), 
Hanoi (2004), 

[Costa Rica (2005)]

*Goose Bay (1963),
*Payerne (1966),

*Hohenpeißenberg (1966),
*Boulder (1967),

Tateno (1968),
*Uccle (1969),

*Edmonton (1970),
[*Churchill (1973)],
Lindenberg (1975),
Legionowo (1979),

Praha (1979),
*Boulder (1991),

*OHP (1991),
*De Bilt (1992),
Lerwick (1992),
Madrid (1994),
Valentia (1994),

Wallops Island (1995),
*Trinidad Head (1997),

*Yarmouth (2003),
*Kelowna/Port Hardy (2003)

Lidar 15–50 km
1–10 km

number density

Lauder (1994) Mauna Loa (1993) OHP (1986),
Hohenpeißenberg (1987),

Table Mountain (1988)

Microwave Radiometer 
(MWR)

20–70 km
8–15 km

ppm

Lauder (1992) Mauna Loa (1995) Bern (1994),
Payerne (2000)

FTIR Spectrometer 0–50 km 
8–20 km 

molec cm–2 
Total column by integrating 

ozone profiles

Wollongong (1996), 
Lauder (2001)

Izaña (1999) Jungfraujoch (2000)

Dobson and Brewer 
Umkehr

0–50 km 
5–10 km 

DU

Perth (1984),
*Lauder (1987)

*Mauna Loa (1984) *Arosa/Davos (1956),
*Boulder (1984),

*OHP (1984),
Fairbanks (1994)

Dobson 
Brewer 

SAOZ UV-VIS 
Filter Ozone Meters 

Ozonesondes 

Total column ozone 
DU 

Integrated ozone profiles

worldwide (1926)

Table 3A-2. TCO and ozone profiles measured by ground-based techniques used in the monthly zonal-mean data considered 
in this Assessment. Datasets marked with an asterisk (*) have been homogenized since the last Assessment. Datasets in square 
brackets are sonde stations that have not been corrected for 2013 drop-off.
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(Weber et al., 2020, 2022). As described below, four merged 
and homogenized datasets are used in this report. See further 
details in Table 3A-3.

There are integrated vertical ozone profiles from two dif-
ferent versions of merged datasets from the series of SBUV and 
SBUV-2 satellite instruments and OMPS (NASA SBUV MOD v8.7 
and NOAA SBUV Merge v8.7). The NASA SBUV MOD v8.7 is 
now a monthly mean zonal (5°) and gridded average product, in-
cluding both profiles and TCO data. OMPS v2.6 data have been 
included since 2012 and have been intercalibrated to the SBUV 
series based on overlap comparisons with NOAA 19 SBUV/2 
(McPeters et al., 2019).

There are two merged datasets based on the series of 
European satellite spectrometers (GOME, SCIAMACHY, and 
GOME-2A), which use different retrieval algorithms and slightly 
different merging approaches (University of Bremen GSG and 
ESA/DLR GTO datasets). The ozone retrieval algorithm (GODFIT 
v4) and the merging approach of the GTO dataset were improved 
since the last Assessment, and three more sensors were added 
(OMI/Aura, GOME-2/MetOp-B, and TropOMI/Sentinel-5P; 
Garane et al., 2018). Comparisons with adjusted MERRA-2 re-
analysis data indicate a mean bias of −0.9 ± 1.5% on the monthly 
mean TCO (Coldewey-Egbers et al., 2020), with a change of ~2% 

in 2004 when OMI data are included in both GTO and MERRA-2 
(Zhao et al., 2021).

3A.3.2 Profiles
Information about the zonally averaged merged datasets 

of ozone profiles, which are used in this Assessment, is listed in 
Table 3A-4. Since the last Assessment, these datasets have been 
extended until December 2020 (Froidevaux et al., 2015; Davis et 
al., 2016; Bourassa et al., 2018; Sofieva et al., 2017; Arosio et al., 
2019; Ball et al., 2019a). Additional efforts were made to improve 
the consistency and stability of the SBUV datasets (Frith et al., 
2017; Wild et al., 2016). Several merged datasets with a gridded 
structure (latitudinally and longitudinally resolved) have been the 
focus of recent developments (Sofieva et al., 2021; Arosio et al., 
2019; Davis et al., 2016; Frith et al., 2017; Table 3A-5). They are 
the basis of the regionally and seasonally dependent trend analy-
ses discussed in this chapter.

Several studies have compared the consistency, biases, 
and stability between different individual satellite ozone data-
sets, which are incorporated in the merged datasets used in this 
Assessment (Rahpoe et al., 2015; Hubert et al., 2016; Hegglin et 
al., 2021).

Merged Dataset Instruments and Data Version Ozone Representataion Latitude Coverage and Sampling Temporal Coverage

SBUV NASA (MOD) Nimbus 4 BUV v8.7
Nimbus 7 SBUV v8.7

NOAA 11 SBUV/2 v 8.7
NOAA 14 SBUV/2 v8.7
NOAA 16 SBUV/2 v8.7
NOAA 17 SBUV/2 v8.7
NOAA 18 SBUV/2 v8.7
NOAA 19 SBUV/2 v8.7

S-NPP OMPS NP NOAA v2.8

Integrated vertical ozone 
profile in DU

80°S–80°N, 
5° latitude bands

1970–2020

SBUV NOAA (COH) Nimbus 7 SBUV v8.6
NOAA 11 SBUV/2 v 8.6
NOAA 14 SBUV/2 v8.6
NOAA 16 SBUV/2 v8.6
NOAA 17 SBUV/2 v8.6
NOAA 18 SBUV/2 v8.6
NOAA 19 SBUV/2 v8.6

S-NPP OMPS NP NASA v2.6

Integrated vertical ozone 
profile in DU

80°S–80°N, 
5° latitude bands

1978–2020

GTO GOME/ERS-2
SCIAMACHY/Envisat
GOME-2/MetOp-A

OMI/Aura
GOME-2/MetOp-B

TropOMI/Sentinel-5P

mol m–2 or DU 90°S–90°N, 
1° × 1° 

1995–2020

GSG GOME/ERS-2
SCIAMACHY/Envisat
GOME-2/MetOp-A

mol m–2 or DU 90°S–90°N, 
1° × 1.25°,

(5° latitude bands)

1995–2020

Table 3A-3. Satellite-based merged TCO datasets used in this Assessment.
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Table 3A-4. Merged satellite vertical ozone profile datasets used in this Assessment (monthly zonal-mean data).

Merged Dataset Instruments and 
Data Version

Ozone 
Representation

Latitude Coverage 
and Sampling

Vertical Range 
and Sampling

Temporal Coverage

SBUV NASA (MOD) Nimbus 4 BUV v8.7
Nimbus 7 SBUV v8.7

NOAA 11 SBUV/2 v 8.7
NOAA 14 SBUV/2 v8.7
NOAA 16 SBUV/2 v8.7
NOAA 17 SBUV/2 v8.7
NOAA 18 SBUV/2 v8.7
NOAA 19 SBUV/2 v8.7

S-NPP OMPS NP NOAA v2.8

Mixing ratio on 
pressure levels

80°S–80°N, 
5° latitude bands

15 pressure levels 
between 50 and 0.5 hPa

1970–2020

SBUV NOAA (COH) Nimbus 7 SBUV v8.6
NOAA 11 SBUV/2 v 8.6
NOAA 14 SBUV/2 v8.6
NOAA 16 SBUV/2 v8.6
NOAA 17 SBUV/2 v8.6
NOAA 18 SBUV/2 v8.6
NOAA 19 SBUV/2 v8.6

S-NPP OMPS NP NASA v2.6

Mixing ratio on 
pressure levels

80°S–80°N, 
5° latitude bands

15 pressure levels 
between 50 and 0.5 hPa

1978–2020

SWOOSH SAGE II v7.0
HALOE v19

UARS MLS v5
SAGE III v4

Aura MLS v4.2

Mixing ratio on 
pressure levels

90°S–90°N,
10°, 5°, 2.5° latitude bands

316–1 hPa, ~3 km 1984–2020

SAGE II-CCI- OMPS SAGE II v7
OSIRIS v5.10

MIPAS v7
SCIAMACHY UBr v3.5

GOMOS ALGOM 2s
ACE-FTS v3.5/3.6

OMPS USask v1.1.0

Number density
(anomalies) on 
altitude levels

90°S–90°N,
10° latitude bands

10–50 km,
1 km

1984–2020

SAGE II-OSIRIS-OMPS SAGE II v7
OSIRIS v5.10

OMPS USask v1.1.0

Number density
(anomalies) on 
altitude levels

60°S–60°N,
10° latitude bands

0–50 km,
1 km

1984–2020

SAGE II-
SCIAMACHY-OMPS

SAGE II v7
SCIAMACHY UBr v3.5

OMPS UBr 

Number density
(anomalies) on 
altitude levels

90°S–90°N,
10° latitude bands

9–64 km,
3–4 km 

1984–2020

BASICSG SWOOSH v2.6
GOZCARDS v2.20

Mixing ratio on
pressure levels

60°S–60°N,
10° latitude bands

147–1 hPa
~3 km

1985–2020
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About the cover image: 
Polar Stratospheric Clouds (PCSs) form in the winter stratosphere at very low temperatures and 

can become visible with the arrival of sunlight in late winter. Chemical reactions on the surfaces of PSCs 
release halogen compounds which cause stratospheric ozone depletion in polar regions.

Photo credit: Ryan Skorecki, NSF via U.S. Antarctic Program Photo Library
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SCIENTIFIC SUMMARY

The chemical and dynamical processes controlling polar 
ozone are well understood. Polar ozone depletion is funda-
mentally driven by anthropogenic chlorine and bromine, with 
the severity of the chemical loss each year in both polar regions 
strongly modulated by meteorological conditions (temperatures 
and winds) and, to a lesser extent, by the stratospheric aerosol 
loading and the solar cycle. As noted in previous Assessments, 
the stratospheric halogen concentration resulting from the emis-
sions of ozone-depleting substances (ODSs) reached its peak in 
the polar regions around the turn of the century and has been 
gradually declining since then in response to actions taken under 
the Montreal Protocol and its Amendments and adjustments. 
The 2018 Assessment reported for the first time that signs of 
the onset of ozone recovery from the effects of ODSs had been 
detected over the Antarctic. More varied and more robust signs 
of the onset of recovery are now beginning to emerge; as the 
observational record lengthens, ozone hole recovery trends are 
expected to continue to become clearer against the background 
of natural variability. Nevertheless, the Antarctic ozone hole 
will continue to be a recurring phenomenon until the middle of 
the century, although with a decreasing average size and some 
interannual variability. The Arctic is more dynamically vari-
able, precluding identification of a significant increase in Arctic 
ozone. Cold conditions conducive to substantial stratospheric 
ozone loss occur in some Arctic winter/spring seasons and are 
expected to continue to do so, interspersed with warmer years 
with little or no ozone depletion. Chemistry-climate model (CCM) 
projections largely confirm previous studies that, in both hemi-
spheres, springtime polar total column ozone (TCO) will return 
to 1980 historical levels around the middle of this century. For 
the Antarctic, the timing of this return depends mainly on the 
declining stratospheric halogen concentrations from decreasing 
ODS emissions, and the impact of climate change is small. In the 
Arctic, TCO is expected to return to 1980 levels earlier than in the 
Antarctic. This is because in the Arctic, springtime stratospheric 
ozone has a stronger dependence on the future greenhouse gas 
(GHG) emissions scenarios.

Observed changes in polar ozone
• The Antarctic ozone hole continued to appear each 

spring during the 2018–2021 period. The occurrence and 
character of recent ozone holes are consistent with the cur-
rent concentrations of ODSs and their small overall downward 
trend.

• Recent Antarctic ozone holes exhibited substantial in-
terannual variability in size, strength, and longevity: the 
2019 ozone hole was the smallest since 2002, whereas 
2020 saw a deep ozone hole of record duration. In 2019, 
a strong minor sudden stratospheric warming disrupted the 
evolution of the ozone hole, leading to the early termina-
tion of chemical ozone depletion and relatively high TCO. In 
contrast, in 2020 and 2021, weak atmospheric wave activity 
resulted in exceptionally persistent polar vortices. Despite 
decreasing ODS concentrations, the unusual dynamical state 

of the stratosphere in 2020 and 2021 induced large and 
long-lasting late spring ozone holes.

• Recovery of Antarctic stratospheric ozone continues to 
progress. New results since the 2018 Assessment support 
the findings reported at that time that the Antarctic ozone hole 
has diminished in size and depth since the year 2000. The re-
markable Antarctic ozone holes in 2019, 2020, and 2021 do 
not challenge the findings of the emergence of recovery.

• Arctic total ozone reached exceptionally low values 
in spring 2020. A very stable, cold, and long-lived strato-
spheric polar vortex enabled halogen-catalyzed chemical 
ozone loss exceeding that observed during the previous re-
cord-breaking spring of 2011. The strong vortex also inhibited 
dynamical replenishment of ozone. The evolution of high-lat-
itude ozone in 2020 is successfully reproduced by model 
simulations, further substantiating our understanding of polar 
ozone chemistry.

• No statistically significant signature of recovery in Arctic 
stratospheric ozone over the 2000–2021 period has yet 
been detected. Observed Arctic ozone trends remain small 
compared to the year-to-year dynamical variability.

Understanding of factors controlling polar 
ozone

• An updated vortex-wide climatology of polar strato-
spheric cloud (PSC) occurrence and composition based 
on satellite data enabled advances in the understanding 
of particle formation mechanisms and trends. Evidence 
that heterogeneous nucleation on preexisting ice particles 
or foreign nuclei, such as meteoritic particles, is the typical 
formation process for the nitric acid trihydrate (NAT) parti-
cles that lead to denitrification has been strengthened. PSC 
occurrence in the Arctic early winter significantly increased 
between the 1980s (1978–1989) and the recent past (2006–
2018), while in the Antarctic, PSC occurrence was very similar 
in the two periods.

• The broad range of polar springtime TCO in recent years 
in both hemispheres is largely explained by differences 
in the magnitude of the dynamical forcing. Both the weak 
Antarctic ozone hole in 2019 and the record-low Arctic ozone 
in spring 2020 resulted from atypical dynamical conditions in 
the respective winters. Although exceptional, the evolution 
of polar ozone in both years was in line with current under-
standing of the chemical and dynamical factors controlling its 
abundance.

• September, and especially the first half of that month, 
is the period when the impact of ODSs on stratospher-
ic ozone over Antarctica can be quantified with the 
greatest certainty, and thus it represents the most suit-
able time window for monitoring ozone recovery. Until 
recently, most studies of Antarctic ozone depletion trends 
focused on longer time windows or later ones that included 
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the months of October and November. New analyses indicate 
that September ozone has the largest sensitivity to decreas-
ing ODSs, and September observations show the strongest 
and the statistically most significant Antarctic ozone recovery 
rates.

• Model simulations with historical emissions scenarios 
indicate that decreasing atmospheric amounts of ODSs 
can explain the observed increase in Antarctic spring-
time ozone over the last two decades. Model simulations 
indicate that if ODS concentrations had remained at the peak 
values attained in the late 1990s, recent polar springtime 
ozone loss in both hemispheres would have been ~20 DU 
(~10%) larger than currently observed. Model simulations 
of unabated ODS emissions (i.e., allowing for a 3–3.5% yr –1 
increase in emissions since the mid-1980s) indicate that con-
ditions similar to those currently observed over Antarctica 
would have occurred in the Arctic in years with unusually sta-
ble and long-lived stratospheric vortices, such as 2011 and 
2020.

• Future commercial supersonic or hypersonic aircraft 
fleets would cause stratospheric ozone depletion. Both 
types of aircraft would potentially release substantial amounts 
of water vapor and nitrogen oxides (NOx) into the strato-
sphere, with concomitant strong effects on stratospheric 
ozone arising primarily through enhancement of NOx catalytic 
ozone destruction at cruise altitudes. This could reduce total 
column ozone by as much as 10%, depending on aircraft type 
and injection altitude, and would be most pronounced in the 
Northern Hemisphere polar region in spring and fall.

Future evolution of polar ozone
• The Antarctic ozone hole is expected to gradually close. 

September multi-model mean (MMM) TCO from updat-
ed CCM projections, based on full compliance with the 
Montreal Protocol and assuming the baseline estimate 
of the future evolution of GHGs (SSP2-4.5), returns to 
1980 values shortly after mid-century (about 2066, 
with a range between 2049 and 2077 arising from the 
spread in modeled dynamical variability). The October 
TCO MMM returns two years earlier, with a similar uncertainty 
range.

• The timing of the recovery of the ozone hole may be 
affected by anthropogenic climate change, with the 

MMM from updated CCM projections recovering ap-
proximately 15 years earlier for both SSP3-7.0 and 
SSP5-8.5 GHG scenarios. This sensitivity of Antarctic return 
date to different climate change scenarios was not evident in 
projections presented in previous Assessments. The small set 
of CMIP6 models included in this Assessment makes interpre-
tation of this scenario sensitivity difficult.

• Arctic springtime total ozone is expected to return 
to 1980 values near mid-century (about 2045, with a 
range between 2029 and 2051), based on full com-
pliance with the Montreal Protocol and assuming the 
baseline estimate of the future evolution of GHGs (SSP2-
4.5). This return date is around a decade later than projected 
by simulations in the previous Assessment using a different 
set of models and scenarios, but with considerable overlap 
of the large range. The timing of the recovery of Arctic TCO 
in spring will be affected by anthropogenic climate change. 
Consistent with previous Assessments, the new model simula-
tions confirm that in the Arctic, dynamical changes induced by 
enhanced GHG concentrations cause an earlier return of TCO 
to historical values than do reductions in ODSs alone.

• Future ozone depletion will be substantial in the Arctic 
during cold winters/springs as long as ODS concentra-
tions are well above natural levels. The projected strong 
increase in GHGs will cause cooling in the stratosphere. This 
effect, coupled with increases in stratospheric humidity from 
GHG warming of the tropical tropopause and increases in fu-
ture tropospheric CH4 emissions, will increase the potential 
for formation of PSCs in Arctic winter, leading to ozone loss.

• Noncompliant production (e.g., of CFC-11) could delay 
the recovery of ozone to 1980 values by several years 
by slowing the rate of decline of stratospheric chlorine. 
The magnitude of the delay depends on the total additional 
emissions. Additional emissions of 120–440 Gg of CFC-11 
over the period 2012–2019 are estimated to delay the re-
turn to 1980 levels for Antarctic column ozone by 0.5–3.1 
years. Emissions of uncontrolled very short-lived substances 
(VSLSs; e.g., chloroform [CHCl3], dichloromethane [CH2Cl2]) 
could also extend the timeframe for polar ozone recovery 
by the same mechanism, with the impact dependent on the 
amount of chlorine delivered to the stratosphere. The future 
magnitudes of emissions from noncompliant production and 
anthropogenic VSLSs are highly uncertain.
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4.1 INTRODUCTION

This chapter presents and assesses our knowledge of the 
past, present, and future of stratospheric ozone in Earth’s polar 
regions (poleward of 60° latitude) based on the latest results from 
the peer-reviewed literature. It builds on the long series of similar 
chapters in previous Assessments. Substantial scientific effort has 
been dedicated to observing and understanding polar ozone 
changes, especially in the nearly 40 years since the discovery of 
the Antarctic ozone hole. Polar ozone remains an issue of great 
interest to policymakers and the general public alike. The focus 
of this chapter is to provide a concise update of new observa-
tions and understanding, including new results from numerical 
modeling, since Langematz, Tully et al. (2018), without repeating 
general background information that can be found in previous 
Assessments.

4.1.1 Summary of Findings from the Previous 
Ozone Assessment

Equivalent effective stratospheric chlorine (EESC; see 
Chapter 1) peaked around the year 2000 in the polar regions 
and has been slowly declining since then. At current EESC lev-
els, interannual variability in the size and depth of the Antarctic 
springtime ozone hole is predominantly driven by meteorolog-
ical conditions. Langematz, Tully et al. (2018) reported that the 
characteristics of recent ozone holes had continued to generally 
fall within the range observed since the early 1990s. However, a 
warm and unusually disturbed stratospheric polar vortex led to a 
weak ozone hole in 2017, whereas a cold and undisturbed vortex 
facilitated a strong and long-lasting hole in 2015. Aerosols from 
the Calbuco volcanic eruption in April of 2015 may have also 
contributed to the strong ozone depletion. Despite the severe 
hole in 2015, by the time of the 2018 Assessment, several lines 
of evidence had begun to emerge that indicated an increase in 
observed stratospheric ozone in the Antarctic during September, 
along with a decrease in the annual maximum ozone hole size 
and depth. Although the large degree of natural variability makes 
attribution of these changes challenging, the weight of evidence 
from statistical analyses and other observational and modeling 
studies suggested that the decline in EESC in response to con-
trols on ozone-depleting substances (ODSs) under the Montreal 
Protocol and its Amendments and adjustments played a substan-
tial role in those trends. In the Arctic, large year-to-year dynamical 
variations precluded robust detection of any recovery trend over 
the 2000 –2016 period. Extreme meteorological conditions early 
in the 2015/16 winter induced rapid Arctic ozone loss, but a sud-
den stratospheric warming (SSW) at the beginning of March 2016 
curtailed further chemical processing and kept ozone abundanc-
es from reaching values as low as those observed in spring 2011. 
Model simulations demonstrated that in both hemispheres, sub-
stantial benefit had already accrued from the controls imposed on 
ODS production. In the absence of the Montreal Protocol, a deep 
hole in the ozone layer would have developed during the excep-
tionally cold 2011 Arctic winter, smaller Arctic ozone holes would 
have occurred regularly, and the Antarctic ozone hole would have 
expanded considerably.

Knowledge of the processes controlling polar ozone con-
tinued to be refined in the 2018 Assessment (Langematz, Tully 
et al., 2018). Despite the fact that some detailed aspects of polar 
stratospheric cloud formation, the heterogeneous reactions that 

take place on their surfaces, and the cycles of catalytic ozone loss 
they enable remained unresolved, chemical transport models 
(CTMs) were generally able to successfully reproduce observed 
conditions, in particular the amount of ozone loss. Very short-
lived substances (VSLSs) were found to make an important con-
tribution to stratospheric halogen loading (e.g., around 25% of 
total bromine) and thus polar ozone destruction. Understanding 
of the dynamical control of polar ozone, especially the role of vari-
ability in planetary wave driving and the factors giving rise to that 
variability, had advanced since the 2014 Assessment. The impact 
of SSWs on Arctic ozone loss was specifically highlighted. The 
influence of energetic particle precipitation (EPP) related to solar 
variability, which can lead to substantial (10 –15%) ozone loss in 
the middle and upper stratosphere, was also discussed. Although 
the resulting variation in total column ozone (TCO) is typically only 
a few percent, effects can persist for two to three years. Such EPP 
effects on ozone are not fully accounted for in most current chem-
istry-climate models (CCMs).

The 2018 Assessment (Langematz, Tully et al., 2018) 
made use of a new set of CCM simulations to provide updated 
estimates of the future evolution of polar ozone. These simula-
tions confirmed previous findings on the expected behavior of 
ozone in both polar regions, with updates in the details of the 
timing of ozone recovery due to revised ODS scenarios. As in 
past Assessments, the return of polar ozone to 1980 levels was 
used as the principal metric for recovery. For the Antarctic, this 
was projected to occur around 2060. There was little influence 
from different climate scenarios because of the dominant signal 
of chemical depletion linked to stratospheric levels of chlorine 
and bromine and therefore ODSs. In contrast, Arctic springtime 
ozone showed a much earlier return to 1980 levels (2030s) due 
to dynamical influences, with a much larger dependence on 
assumed future climate change due to increasing greenhouse 
gases (GHGs).

Despite the detection of the onset of recovery in the 
Antarctic, and the CCM projections of a return to 1980 polar 
ozone levels by 2030 –2060, Langematz, Tully et al. (2018) 
repeated the point made in earlier Assessments that under me-
teorological conditions conducive to chemical processing, the 
potential for large seasonal polar ozone depletion remained high 
in the near future in both hemispheres. The 2018 Assessment also 
noted that in the latter half of this century, the evolution of Arctic 
ozone will become increasingly dominated by GHGs through 
their climate and, in the case of methane (CH4) and nitrous oxide 
(N2O), chemical impacts.

4.1.2 Scope of Chapter
This chapter provides a concise update of the state of our 

knowledge of ozone in the polar regions of both hemispheres. 
The long-term record of meteorological conditions and ozone 
depletion in the polar vortices of both hemispheres is presented 
and updated for the years following the 2018 Assessment. The 
exceptional winter/spring seasons of 2019, 2020, and 2021 in 
the Antarctic and 2019/20 in the Arctic, characterized by anom-
alous dynamical states in the atmosphere, are considered in 
more detail. Progress in the understanding of the many chemical 
and physical processes underlying and influencing polar ozone 
depletion is then briefly summarized. Recent studies seeking to 
identify a statistically significant trend due to declining anthro-
pogenic halogen levels (known as the second stage of Antarctic 
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ozone recovery, as set out in WMO, 2007) are discussed. Finally, 
the chapter presents a summary of the latest CCM projections 
of polar ozone over the 21st century from a combination of sim-
ulations performed under the auspices of different programs, in-
cluding the WCRP Coupled Modelled Intercomparison Project 6 
(CMIP6) and the SPARC/IGAC Chemistry-Climate Model Initiative 
(CCMI).

4.2 RECENT POLAR OZONE CHANGES

4.2.1 Measurements of Ozone and Related 
Constituents

Scientific study of polar ozone relies on the long-term record 
of measurements of ozone and related constituents from ground-
based, balloon-borne, airborne, and satellite instruments, in 
conjunction with meteorological reanalyses. These measure-
ment programs have largely been maintained since the previous 
Assessment.

Long-standing ground-based and balloon measurements of 
both total column and vertically resolved ozone have continued 
under the WMO Global Atmosphere Watch and its contributing 
network, NDACC (Network for the Detection of Atmospheric 
Composition Change). Observational data from these networks 
are freely available from the NDACC database (http://ndac-
cdemo.org) and the World Ozone and Ultraviolet Radiation 
Data Centre (www.woudc.org). (See also Table 3A-2 for a list 
of ground-based ozone total column and profile measurements 
considered in Chapter 3.)

A summary of available satellite measurements of ozone and 
related constituents in polar regions was provided in Table 3A-1 
of Dameris, Godin-Beekmann et al. (2014), with only a few chang-
es in availability since then. However, as noted in more detail in 
Section 3.1.3, it is expected that a number of currently operational 
spaceborne instruments whose measurements have been central 
to the Assessment process will have ceased collecting data by the 
time of the 2026 Assessment. In particular, the loss of vertically 
resolved satellite measurements of many trace gases relevant for 
polar chemistry and dynamics, including ozone itself during polar 
night, will hinder the ability to monitor and explain changes in 
polar stratospheric ozone in the future.

4.2.2 Evolution of Polar Temperatures and 
Vortex Characteristics

4.2.2.1 Use of Reanalyses in Polar Process 
Studies

Lower-stratospheric polar processes (i.e., polar stratospheric 
cloud [PSC] formation, denitrification and dehydration, heteroge-
neous chlorine activation and deactivation) and chemical ozone 
loss are “threshold” phenomena that depend critically on mete-
orological conditions. Therefore, polar processing studies often 
rely heavily on global meteorological datasets, generally using 
reanalysis datasets as input or as a constraint. Atmospheric re-
analysis systems provide gridded datasets representing the best 
estimates of the past state of the atmosphere (e.g., temperature, 
wind, humidity, and other meteorological parameters) that are 
generated by combining information from global forecast models 
with observations. It is thus essential to understand the accuracy 

and reliability of reanalysis data for polar processing studies. The 
WCRP SPARC Reanalysis Intercomparison Project (S-RIP) recently 
coordinated a comprehensive intercomparison of a broad set of 
representative diagnostics in major global atmospheric reanalysis 
datasets (e.g., Fujiwara et al., 2017; SPARC, 2022). One focus of 
S-RIP was to evaluate diagnostics relevant to polar chemical pro-
cessing and dynamics, primarily targeting winter conditions in the 
lower stratosphere, to examine five modern reanalyses: MERRA, 
MERRA-2, ERA-Interim, JRA-55, and CFSR/CFSv2 (see Fujiwara 
et al., 2017, for a detailed overview of these reanalysis systems, 
including key references). The main findings from that evaluation 
are summarized here. (See also Figure 10.26 of SPARC (2022) for 
a table encapsulating the overall performance of each reanalysis 
for many of the polar processing diagnostics considered.)

Any of the recent full-input reanalyses (i.e., systems that as-
similate surface and upper-air conventional and satellite data) can 
be used with confidence in studies of lower-stratospheric polar 
processing. Temperature biases and other artifacts in older mete-
orological reanalyses often rendered them unsuitable for investi-
gations of polar stratospheric chemical processing and dynamics; 
in particular, ERA-40, NCEP-NCAR R1, and NCEP-DOE R2 (e.g., 
Fujiwara et al., 2017, and references therein) are obsolete and 
should no longer be used in such studies. However, polar winter 
temperatures from modern reanalyses agree much more closely 
with one another than did those from older systems, with a marked 
convergence to better agreement, especially in the Southern 
Hemisphere, after 1999, when reanalysis systems switched from 
assimilating TOVS to ATOVS radiances. Reanalyses generally 
match well in the Antarctic for many polar temperature and vortex 
diagnostics. With their extremely cold conditions and relatively 
small interannual variability, Antarctic winters tend to have similar 
chemical processing potential and duration every year, keeping 
sensitivity to differences in meteorological conditions between 
the reanalyses low. Average absolute differences from the reanal-
ysis ensemble mean in wintertime daily minimum temperatures 
poleward of 40°S are usually less than 0.5 K in the post-1999 pe-
riod. Similarly, in recent years, average absolute differences in the 
area of the Southern Hemisphere with temperatures below PSC 
thresholds (APSC) are within ±0.5% of the area of the hemisphere, 
or ~5% of the typical Antarctic APSC of 10% of the hemisphere, and 
average relative differences from the reanalysis ensemble mean 
in the fraction of the vortex volume with temperatures below PSC 
thresholds are ~10% of typical values (Lawrence et al., 2018). In 
contrast, wintertime meteorological conditions in the Arctic are 
frequently marginal for PSC formation, and interannual variability 
is large, increasing the sensitivity of polar temperature and vortex 
diagnostics to reanalysis differences. Average relative differences 
from the reanalysis ensemble mean in the area and volume of the 
Northern Hemisphere with temperatures below PSC thresholds 
are ~10% and ~15% of typical values, respectively (Lawrence et 
al., 2018).

To explore how the spatially and temporally varying dif-
ferences between reanalyses interact to affect the bottom-line 
conclusions of typical polar processing studies, SPARC (2022) 
examined simulations from a single CTM driven by different re-
analyses. Although the individual model realizations show largely 
similar behavior through most of the season in both polar regions 
for most species, substantial disparities between model runs 
using different reanalyses develop where composition gradients 
are largest. For example, comparisons with satellite long-lived 
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tracer measurements indicate that the CTM underestimates the 
strength of confined diabatic descent inside both winter polar 
vortices for most of the reanalyses, compromising the fidelity of 
simulated trace gas distributions. Finally, SPARC (2022) report-
ed results from a case study comparing measured and modeled 
Antarctic ozone loss. Estimates of chemical ozone loss based on 
satellite measurements were found to be relatively insensitive to 
the choice of reanalysis used to interpolate the data to isentropic 
surfaces and to identify the vortex boundary. However, forcing 
the same model with different reanalyses yields differences in sim-
ulated loss in the Antarctic vortex core that can reach as high as 
~25 DU (~20 –30%), depending on the specific reanalyses being 
compared.

Although agreement in polar temperatures is generally 
good, substantial differences between reanalyses are found 
for some diagnostics. Therefore, whenever feasible it is best to 
employ multiple reanalyses, even in studies involving recent win-
ters, for which differences between reanalyses are usually small. 
Use of more than one reanalysis dataset is of particular value for 
quantities that cannot be directly compared with observations, as 
it allows estimation of uncertainties and their potential impact on 
the results. In light of the limitations in earlier reanalyses, some 
modeling studies have enacted systematic temperature adjust-
ments of 1–2  K or more in an attempt to reproduce observed 
conditions. Given the accuracy of current polar reanalysis tem-
peratures, strong justification is needed in any studies seeking to 
ascribe deficiencies in modeled polar processing or ozone loss 
to reanalysis temperature biases. Finally, reanalysis temperatures 
are generally unsuitable for quantification of long-term trends in 
temperature-based diagnostics, especially those encompassing 
years prior to 1999. Diagnostics that aggregate low temperatures 
over months and/or vertical levels (e.g., the winter-mean fraction 
of the vortex volume with air cold enough for PSCs to exist; see 
Section 4.2.2.2) are particularly problematic as they are highly 
sensitive to the specific temperature thresholds used to define 

polar processing potential. The differences between the reanal-
yses in such diagnostics reflect not only any overall temperature 
biases but also the differing morphology and spatial gradients of 
the reanalysis fields (as well as the seasonal evolution and inter-
annual variability thereof). Consequently, winter-mean derived 
diagnostics can vary widely from one reanalysis to another even if 
differences in the reanalysis temperatures themselves are relative-
ly small (Lawrence et al., 2018).

4.2.2.2 Temperatures and PSC Volume
The annual cycle of polar ozone depletion depends strongly 

on stratospheric temperature. Low temperatures present in the 
winter stratosphere permit the formation of PSCs, upon whose 
surfaces heterogeneous reactions occur. Figure 4-1 shows the 
annual temperature cycle over the satellite era (1979–present) 
of the 50 hPa polar cap temperature. The four recent winters are 
highlighted in colors for both the Arctic and Antarctic.

The larger interannual variability in polar temperatures in the 
Arctic than in the Antarctic is well known and understood in terms 
of planetary-scale atmospheric dynamics. Recent Arctic winter 
polar temperatures have been outside the 10–90% percentile 
envelope. The warm and disturbed 2018/19 vortex was followed 
by a cold and stable 2019/20 vortex (Lawrence et al., 2020), with 
50 hPa polar cap temperatures in 2019/20 hovering around the 
ice PSC formation temperature for extended periods of time. The 
2017/18 and 2020/21 vortex temperatures were closer to the 
mean, although warming during midwinter 2020/21 and a cold 
midwinter vortex during 2017/18 were observed.

The more stable nature of the Antarctic vortex during midwin-
ter is clearly apparent in the less variable temperatures. An excep-
tion to this pattern occurred in 2019, when the Antarctic vortex 
was unusually warm and disturbed. In that year, a minor sudden 
stratospheric warming (SSW; Newman et al., 2020; Klekociuk 
et al., 2021) resulted in polar temperatures setting record warm 

Figure 4-1. The annual cycle and variability of 50 hPa minimum temperature for the (left) Northern Hemisphere (NH; 50 –90°N) 
and (right) Southern Hemisphere (SH; 50 –90°S) polar caps, from MERRA-2 reanalysis data (Gelaro et al., 2017). The thick black 
line indicates the mean of observations since 1979, while light (dark) shading indicates the 10 –90% (30 –70%) percentiles. Thin 
black lines show the record maximum and minimum values. Horizontal blue lines indicate the chlorine activation threshold and 
ice PSC formation threshold. Data are for 1978/79–2020/21 for the Northern Hemisphere and 1979–2021 for the Southern 
Hemisphere. [Updated from Figure 4-1 in the 2018 Assessment, with data sourced from ozonewatch.gsfc.nasa.gov.]
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levels during September, exceeding those observed during the 
2002 major SSW. The 2019 warming was classified as a minor 
SSW because the 10 hPa zonal-mean zonal winds did not reverse. 
The following year, 2020, had a very cold, stable, and long-last-
ing vortex, with record-low temperatures persisting for much of 
the spring (into December; Klekociuk et al., 2022).

The potential for ozone depletion throughout the season 
can be quantified by the time-integrated PSC volume, VPSC, which 
is calculated between the 400 K and 700 K isentropic surfaces, 
where heterogeneous ozone loss typically occurs (e.g., Rex et al., 
2006; Strahan et al., 2016). Interannual variability in VPSC is large 
in the Arctic (Figure 4-2), reflecting the interannual variability of 
Arctic vortex-wide temperatures and, specifically, variability in 
when those temperatures fall below the PSC formation threshold. 
It is also evident from Figure 4-2 that recent cold Arctic winters, 
with a large VPSC and relatively severe ozone depletion (e.g., 
2019/20), are interspersed with warmer winters with much lower 
VPSC (e.g., 2018/19).

The long-term evolution of PSC volume in the Arctic has been 
a topic of discussion in the last several Assessments. The 2006 
Assessment (Newman, Rex et al., 2007) discussed analyses indi-
cating that cold Arctic winters had become colder over the pre-
ceding 40 years, resulting in larger VPSC and more chemical ozone 
loss. Absent a new maximum in VPSC in the intervening years, it was 
not possible to confirm the continuation of increasingly severe ex-
treme VPSC values in the 2010 Assessment (Douglass, Fioletov et 
al., 2011). By the time of the 2014 Assessment (Dameris, Godin-
Beekmann et al., 2014), several studies had cast doubt on the 
statistical robustness of the long-term trend in extreme VPSC values 
discussed by Newman, Rex et al. (2007). Noting that no in-depth 
analyses had been undertaken since 2014, the 2018 Assessment 
stated that large interannual variability precluded detection of a 
significant trend in VPSC (Langematz, Tully et al., 2018). A recent 
study revisited the issue of whether the coldest Arctic winters are 
getting colder by examining trends in PSC formation potential 

(PFP), which represents the number of days a volume of air equal 
to the volume of the polar vortex is exposed to conditions cold 
enough to allow the existence of PSCs in a given Arctic ozone-loss 
season (von der Gathen et al., 2021). Analyzing data from four 
meteorological reanalyses (see also Figure 4-2), they found sta-
tistically significant positive trends in maximum PFP values. Von 
der Gathen et al. (2021) concluded that the vortex has tended to 
experience conditions conducive to PSC formation for 3.5 to 4.8 
more days per decade during the coldest Arctic winters over the 
past half-century.

4.2.2.3 Polar Vortex Breakup Dates
The polar vortex decays and breaks up during spring as a 

result of the return of sunlight warming the stratosphere and by 
planetary wave forcing. As noted in previous Assessments (e.g., 
Langematz, Tully et al., 2018), various metrics are used to define 
when the final warming (or vortex breakup date) occurs (e.g., 
Nash et al., 1996; Charlton and Polvani, 2007; Haigh and Roscoe, 
2009; Hu et al., 2014; Lawrence et al., 2018; Butler et al., 2019; 
Butler and Domeisen, 2021; Hauchecorne et al., 2022). These 
metrics include a vortex area threshold, a wind speed along the 
vortex edge threshold, and the timing of the complete and final 
wind reversal to easterlies at 10 hPa. Defining the vortex breakup 
date as the last day on which the vortex area exceeds 1% of the 
hemispheric area, Lawrence et al. (2018) reported larger differ-
ences between reanalyses in breakup date above the Antarctic 
than above the Arctic, which they attributed to differences in vor-
tex area between the reanalyses. A recent study of the seasonal 
evolution of the Antarctic vortex edge based on reanalysis data 
found later breakup dates (and, to a lesser extent, earlier onset 
dates) during the 1980s and 1990s, at the time the ozone hole 
was intensifying (Lecouffe et al., 2022).

Figure 4-3 shows the vortex breakup date for both polar 
caps. Here the breakup date is calculated using a threshold for the 
average wind speed along the vortex edge, following Nash et al. 

Figure 4-2. The Arctic time-integrated PSC volume, VPSC, calculated using the method of Rex et al. (2006) for the four indicated 
reanalysis products. The VPSC values are integrated from 1 November until 30 April for each Arctic PSC season. The ERA5 result 
is a combination of ERA5-BE (preliminary version, prior to 1979), ERA5, and ERA5.1 (2000 –2006). [Updated from Figure 4-2 in 
Langematz, Tully et al., 2018.]
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(1996). The interannual variability of both polar vortices’ breakup 
dates remains similar to that reported in the previous Assessment 
(Langematz, Tully et al., 2018). For some Arctic winters, the break-
up dates are markedly different between the reanalyses, likely 
because of their differences in stratospheric winds (Butler et al., 
2017), resulting in differences in the dates that a specific wind 
threshold is reached.

4.2.3 Ozone Depletion in Recent Antarctic 
Springs (2018–2021)

Figures 4-4 to 4-6 show updates for both hemispheres of 
several diagnostics of the multidecadal evolution of springtime 
polar ozone that have been discussed in previous Assessments. 
The agreement among the data from the different satellite sensors 
used to generate these figures is generally within 2% (McPeters 
et al., 2008, 2015). This range is much less than the interannual 
variability of the diagnostics shown. Figure 4-4 shows the evo-
lution of TCO averaged over the polar cap, poleward of 63°S/N, 
in October for the Antarctic and in March for the Arctic. The edge 
of the lower-stratospheric portion of the polar vortex, which en-
closes the ozone hole, typically lies near 63°S in October, except 

Figure 4-3. The Arctic and Antarctic vortex breakup dates, 
defined as the date on which the wind speed on the 500 K 
isentropic surface falls below 15.2 m s–1, following Nash et 
al. (1996). Reanalysis data are from ERA5 (Hersbach et al., 
2020) except for the period 2000 –2006, for which data 
are from ERA5.1; MERRA-2 (Gelaro et al., 2017); and NCEP/
CFSR (Saha et al., 2010). [Updated from Figure 4-3 in Lange-
matz, Tully et al., 2018.]
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in years when the vortex is strongly deformed. This is not the case 
in the Northern Hemisphere, where dynamical variability in the 
springtime stratosphere is large. Highly variable contributions 
from mid-latitude air masses affect daily average polar cap ozone 
and, to some degree, the March averages shown in Figure 4-4.

Springtime chemical ozone depletion occurs within the 
polar vortex. To account for dynamical variations of the vortex 
edge, Dameris, Godin-Beekmann et al. (2014) introduced a 
dynamical diagnostic of polar ozone defined as the October/
March minimum of the daily total ozone averaged poleward of 
63° equivalent latitude (Butchart and Remsberg, 1986), which 
approximates the edge of the polar vortex in the lower strato-
sphere. The 63° equivalent latitude contour encloses the same 
area as the 63° parallel, but its shape and position are dynamical 
and follow the movements and undulations of the polar vortex. 
Figure 4-5 shows an updated version of the time series of this 
quantity. While each metric is useful for specific applications, the 
equivalent latitude-based minimum average ozone was found to 
better correlate, on interannual time scales, with chemical ozone 
depletion than does the polar cap average (Müller et al., 2008). 
A more extensive discussion of these diagnostics and their limita-
tions is given in Dameris, Godin-Beekmann et al. (2014).

Three additional diagnostics (Figure 4-6) are presented 
here in order to characterize other aspects of long-term chang-
es and interannual variability in springtime Antarctic ozone in 
relation to changing ODS concentrations. These are as follows: 
time-averaged ozone hole area, total ozone minimum, and ozone 
mass deficit (OMD). The last is the amount of ozone in units of 
mass needed to bring the total column up to 220 DU and, there-
fore, combines information about the area and depth of ozone 
holes. Also shown in Figure 4-6 are quadratic fits of these quan-
tities to EESC. Several other metrics of the long-term evolution of 
Antarctic ozone have also been proposed (e.g., Pazmiño et al., 
2018; Stone et al., 2021). Starting with the 2014 Assessment, the 
question of which metrics are the most appropriate for detecting 
and quantifying Antarctic ozone recovery has been the subject of 
extensive scientific debate. For example, it is important to consid-
er the calendar periods over which such metrics are calculated, 
because results based on a single month are not necessarily rep-
resentative of the entire season, nor are they sufficient for com-
prehensive analyses of long-term changes. The ongoing scientific 
debate seeks to reevaluate some of the standard polar ozone di-
agnostics and identify ones that are best suited for trend studies in 
the period of ozone recovery. Section 4.4.2 summarizes the back-
ground and the current state of this debate. To provide context for 
the most recent Antarctic and Arctic springs, the standard metrics 
shown in Figures 4-4 to 4-6 are sufficient. They are used in this 
chapter only as a starting point of a more comprehensive analysis 
of specific years and provide the added value of connecting the 
present discussions with previous Assessments.

Evident in Figures 4-4 to 4-6 is the well-known decline in 
Antarctic ozone during the 1980s and 1990s, followed by two 
decades of increased interannual variability and no readily dis-
cernible trend in most of the diagnostics. Only OMD exhibits a 
clear decrease since around 2000 that, together with the initial 
increase, follows the evolution in EESC (see Section 4.4.2 for a 
detailed discussion of Antarctic ozone trends). Compared to 
Figure 4-4, Figure 4-5 exhibits less variability in the Southern 
Hemisphere. This is expected because, unlike time-averaged 
quantities, minima are less sensitive to the dynamically controlled 
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Figure 4-4. Total column ozone (Dobson units) 
averaged over 63–90° latitude in March (North-
ern Hemisphere [NH]) and October (Southern 
Hemisphere [SH]). Symbols indicate the satel-
lite data that have been used in different years. 
The horizontal gray lines represent the average 
total ozone for the years prior to 1983 in March 
for the NH and in October for the SH. [Updated 
from Figure 4-4 in Langematz, Tully et al., 2018.]
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Figure 4-5. Minimum of the daily average to-
tal column ozone (Dobson units) poleward of 
the 63° contour of equivalent latitude (Φe) in 
(top) March in the Arctic and (bottom) October 
in the Antarctic. Arctic winters in which the po-
lar vortex broke up before March (1987, 1999, 
2001, 2006, 2009, and 2013) are shown by 
open symbols; dotted lines connect surround-
ing years. [Adapted from Langematz, Tully et 
al., 2018. Updated using the Bodeker Scien-
tific combined total column ozone database 
(version 3.5.1, circles; Müller et al., 2008) until 
2019 and Aura OMI measurements thereafter 
(diamonds).]

and highly variable ozone evolution throughout the month. In 
addition, the use of equivalent rather than geographic latitude 
reduces the contributions to the daily averages of air masses out-
side the polar vortex.

Average October polar cap ozone was particularly high 
in 1988, 2002, 2012, and 2019 because of anomalously high 
lower-stratospheric temperatures. In 2002, the warmer tem-
peratures were associated with the only major SSW (defined as 
a reversal of the 10 hPa zonal-mean zonal wind at 60° latitude) 
ever observed in the Southern Hemisphere. The minimum of 
daily ozone (Figure 4-5) was anomalously high in 1988, 1993, 
2002, and 2019 because of high wave activity in the mid-lati-
tude stratosphere in these years (Section 4.3.4). A peak is also 
present in 2012 but is less pronounced; this is consistent with the 
observed total ozone values, which were only slightly elevated 
at the beginning of October 2012 and then increased rapidly 
shortly thereafter, thus affecting the monthly mean but not the 
minimum. The lowest October mean polar cap total ozone was 

observed in 2015 (Figure 4-4). This low anomaly is attributed to 
enhanced heterogeneous chemistry on sulfate aerosols from the 
Calbuco volcanic eruption in April within the setting of a very cold 
and stable polar vortex that resulted from weak wave activity be-
tween July and October (Langematz, Tully et al., 2018). The most 
extreme year, when all of these metrics are considered, was 2019, 
when a minor SSW led to the highest values of Antarctic polar cap 
ozone (Figure 4-4), the highest minimum of the daily average in 
equivalent latitude (Figure 4-5), and the highest time-averaged 
daily ozone minimum as well as the smallest ozone hole and the 
lowest OMD in the 21st century (Figure 4-6). See Section 4.2.3.2 
for further discussion of the 2019 Antarctic winter.

Since the last Assessment, springtime Antarctic ozone ex-
hibited significant year-to-year dynamically driven variations. 
The polar cap total ozone ranged from anomalously low in 2018 
and 2020 to record high in 2019 (Kramarova et al., 2019, 2020; 
Wargan et al., 2020; Safieddine et al., 2020). To assist in an-
alyzing the development of the most recent ozone holes in the 
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following subsections, two additional figures are shown. Figure 
4-7 plots the daily values of OMD (top panel) for the years 2018 
to 2021, as well as for the anomalous year 2002, along with their 
climatological statistics. This figure is a modified and updated 
version of plots shown in previous Assessments. In addition to 
the climatological range, the present version of the graph in-
cludes selected percentile envelopes, where all statistics are 
calculated over the 1980 –2021 period. This differs from previous 
Assessments, for which the statistics were calculated starting in 
1990 and the three most recent years in each case were excluded. 
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Figure 4-6. (top) Antarctic ozone hole area for 1979–2021, 
averaged from daily total ozone area values contained by 
the 220 DU contour for 21–30 September. (middle) An aver-
age of daily minimum total column ozone values over Ant-
arctica during the period from 21 September to 16 October. 
(bottom) Ozone mass deficit averaged over the 21–30 Sep-
tember period. For all three panels, the vertical gray bars 
indicate the range of values over the same periods. The 
dark gray curves show the quadratic fits of each quantity 
to EESC as described in Newman et al. (2004). The EESC is 
derived as in Newman et al. (2007), updated with the cur-
rent A1 baseline scenario. A mean age of 5.5 years, an age 
spectrum width of 2.75 years, and a bromine-scaling factor 
of 65 are assumed. In the polar regions, this EESC estimate 
is very similar to that derived by Engel et al. (2018) and used 
in Chapter 1. This figure was generated from TOMS (1979–
2004), Aura OMI (2005–2015), and Suomi NPP OMPS 
(2016–2021) data. [Updated from Figure 4-6 in Langematz, 
Tully et al., 2018.]

Figure 4-8 shows the evolution of several key species involved in 
chemical processing inside the lower-stratospheric polar vortex 
and in ozone depletion. In addition to ozone (O3), the figure plots 
daily vortex-average concentrations of nitric acid (HNO3), water 
vapor (H2O), hydrogen chloride (HCl), and chlorine monoxide 
(ClO). Changes in HNO3 and H2O are sensitive to temperature: At 
sufficiently low temperatures, gas-phase HNO3 and H2O under-
go condensation, leading to the formation of PSCs (see Section 
4.3.1), which in turn can lead to denitrification and dehydration 
of the polar lower stratosphere. Changes in HCl and ClO quan-
tify chlorine activation, with low HCl and high ClO indicating the 
presence of ozone-destroying active chlorine.

4.2.3.1 Antarctic Spring 2018: Moderately 
Large Ozone Hole

The 2018 ozone hole area, daily minimum, and OMD, while 
indicative of below-average ozone, are all within the range of val-
ues observed during the other years of last decade (Figure 4-6). 
In September, OMD began to diverge from its climatological 
mean, reached the 70th percentile by mid-month, and remained 
relatively high until late October (Figure 4-7). The evolution 
of the ozone hole area followed a similar trajectory, with values 
consistently higher than the long-term average (Wargan et al., 
2020). These relatively high values of OMD and area are con-
sistent with the meteorological conditions in the stratosphere in 
2018. Minimum high-latitude temperatures were below average 
for parts of the austral winter and almost all of October (Figure 
4-1), leading to high PSC volumes in July and August (Kramarova 
et al., 2019).

Stratospheric temperatures and the strength of the polar 
vortex on seasonal time scales are largely controlled by extra-
tropical wave activity (Section 4.3.4). The lower panel of Figure 
4-7 shows time series of eddy heat flux between 45 and 75°S. 
This metric serves as a measure of upward propagation of Rossby 
waves in the lower stratosphere. The weakly negative values be-
tween August and October 2018 indicate low wave activity and 
are consistent with a strong, large, and cold polar vortex. Despite 
low temperatures and significant PSC volume, HCl and ClO in 
the Antarctic in 2018 were well within the 2005–2017 range 
throughout the winter/spring season, with no evidence of un-
usually strong chlorine activation (Figure 4-8). This suggests that 
the observed low ozone anomaly was at least in part the result of 
anomalous transport, likely with weak ozone resupply from high-
er altitudes, consistent with low wave activity.

Model simulations with the Global Modeling Initiative chem-
istry model driven by assimilated meteorology realistically repro-
duce the development of the 2018 ozone hole after accounting 
for a known constant bias. The same model setup but with the 
EESC values held constant at their maximum surface levels in 1995 
produces an ozone hole more than 4 million km2 (17%) larger than 
observed, highlighting the role of the Montreal Protocol and its 
Amendments and adjustments in reducing the severity of the 
2018 ozone hole (Kramarova et al., 2019; see also Section 4.4.4).

4.2.3.2 Antarctic Spring 2019: Impact of the 
Strong Minor Sudden Stratospheric Warming

A significant disturbance of the typically quiescent Antarctic 
stratosphere commenced at the end of August 2019 with a wave-
number-1 displacement of the middle and upper portion of the 
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polar vortex that was accompanied by a significant reduction in 
vortex size (Hendon et al., 2019; Yamazaki et al., 2020; Liu et al., 
2022). This strong, albeit formally minor, SSW resulted in anoma-
lously high polar ozone and a small ozone hole area (Figures 4-4 
to 4-7; Safieddine et al., 2020; Wargan et al., 2020; Kramarova 
et al., 2020; Bodeker and Kremser, 2021; Klekociuk et al., 2021). 
Average ozone hole area, daily ozone minimum, and OMD in 
2019 all exhibited larger anomalies than observed following the 
major (that is, characterized by a reversal of the zonal-mean zonal 
wind at 60° latitude in the middle stratosphere) SSW of 2002. 
While declining ODS concentrations contributed to the high 
Antarctic ozone in 2019, the SSW was the primary cause of the 
anomaly (Kramarova et al., 2020).
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Figure 4-7. (top) Daily ozone mass defecit (OMD) for var-
ious years compared with selected percentiles calculated 
over the period 1980 –2021 (gray shaded areas) and the 
maximum values for the same period (thin black lines). 
The thick black line shows the 1980 –2021 OMD average. 
OMD was calculated using data from TOMS, Aura OMI, and 
Suomi NPP OMPS. [Updated from Figure 4-7 in Langematz, 
Tully et al. (2018).] (bottom) As above but for the 45-day 
mean eddy heat flux at 100 hPa averaged between 45°S 
and 75°S. Eddy heat flux at this level is a metric of upward 
wave propagation in the stratosphere. Highly negative val-
ues correspond to strong wave activity. The heat fluxes are 
derived from MERRA-2. The results from this particular re-
analysis serve as an illustrative example.

In 2019, the SSW was preceded by a poleward shift of the 
polar night jet around the stratopause, resulting in a persistent 
easterly anomaly that started in early winter (Lim et al., 2021). 
The minor warming in late August was triggered by a strong up-
ward propagating wave flux of tropospheric origin amplified by 
constructive interference with climatological wave-one pattern 
(Shen et al., 2020). Energy and momentum were provided by 
a strong and long-lived mid-latitude circumpolar Rossby wave 
train in the troposphere in 2019. This wave train is attributed to 
sustained convection over the subtropics resulting from warm sea 
surface temperature anomalies associated with a simultaneous 
occurrence of a positive phase of the Indian Ocean Dipole and 
El Niño-like conditions in the Pacific (Shen et al., 2020; Rao et al., 
2020). It is estimated that the wave driving in 2019 was stronger 
than that in 2002 (Liu et al., 2022). The SSW was enabled by a 
favorable phase of the quasi-biennial oscillation and solar min-
imum conditions (Rao et al., 2020). The existence of these pre-
cursor conditions allows long lead-time predictability of the SSW 
(up to 18 days), underscoring a highly accurate representation of 
the underlying mechanisms in modern subseasonal-to-seasonal 
ensemble prediction models (Rao et al., 2020). The unusually 
high wave activity and its effects on ozone are seen in Figure 4-7 
(bottom and top panel, respectively). The 2019 event was the 
strongest disturbance of the Antarctic stratospheric polar vortex 
since 2002, when the only SSW in the Southern Hemisphere clas-
sified as major was observed (Newman, Rex et al., 2007). The two 
events exerted comparable and significant impacts on ozone. 
This important observation implies that, as has been demonstrat-
ed previously for the Northern Hemisphere (Manney et al., 2015), 
the classification of SSWs as major or minor, while useful, does 
not automatically characterize the magnitude of their impacts on 
ozone. The 2019 ozone hole was the smallest in the 21st century 
and one of the smallest ever observed in October (Figures 4-4 
and 4-6). The minimum of the daily average total column ozone 
(TCO; Figure 4-5) was also very high, in part because the polar 
vortex edge was no longer well approximated by the 63°S equiv-
alent latitude contour after the SSW.

Figure 4-9 (top panel) shows the evolution of the Southern 
Hemisphere polar (60 –90°S) TCO during the 2019 austral win-
ter and spring, along with the 2008–2018 values (Safieddine et 
al., 2020). Antarctic total ozone sharply increased following the 
onset of the SSW, reaching 380 DU in mid-September, compared 
with the multiyear average of less than 250 DU. This anomalous 
behavior resulted from the reduced size of the polar vortex and 
its distorted geometry, with ozone-rich air masses transported 
from the mid-latitudes overlying the lower portion of the vortex, 
leading to a significant increase of the vertically integrated ozone 
concentrations (Wargan et al., 2020). These aspects of the 2019 
Antarctic winter are similar to the situation in 2002 (Newman, Rex 
et al., 2007). The wave-induced distortions of the vortex and their 
effect on the ozone hole are illustrated in the bottom panel of 
Figure 4-9, which shows the evolution of the ozone hole and the 
polar vortex edge at selected isentropic levels in 2019 and 2018 
for comparison.

While the transport-related increase in total ozone was ex-
treme during the first two weeks of September 2019, the rate 
of chemical ozone depletion was not significantly different from 
that in 2018. Ozone concentrations at ~18  km were, in fact, 
lower in 2019 until the end of September (Figure 4-8). Lower-
stratospheric temperatures began to increase in early September 
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Figure 4-8. Evolution of daily HNO3, H2O, HCl, ClO, and O3 from the Aura Microwave Limb Sounder (MLS) averaged within 
the polar vortex on the 480 K potential temperature surface (approximately 18 km) for the Arctic (November– May; left) and the 
Antarctic (May–November; right). Gray shading marks the range of values observed by Aura MLS over the 2005–2017 period. 
For ClO, only daytime (ascending node) observations are used so that near-zero ClO concentrations during local night do not 
contribute to the averages. The recent four winter/spring seasons are shown as colored lines as given in the legend; for the Arc-
tic, the year given refers to the spring. [Update of figure first introduced in Dameris, Godin-Beekman et al. (2014) and updated in 
Langematz, Tully et al. (2018), where only results for the Arctic were shown.]
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because of compression warming from the SSW-induced accel-
erated descent of vortex air, leading to early chlorine deactiva-
tion that began to affect ozone chemistry in the second half of 
September (Wargan et al., 2020; Smale et al., 2021). The daily 
minimum temperatures at 50 hPa exceeded the nominal thresh-
old for chlorine activation around mid-September (Figure 4-1). 
At that time, ClO decreased to the lowest values ever observed 

by MLS during the Antarctic late winter. The evolution of low-
er-stratospheric vortex-averaged ozone shown in Figure 4-8 
indicates a slow increase starting in late September, which was 
a combined effect of the cessation of chemical depletion and 
ozone resupply from higher altitudes. The ozone hole closed at 
the beginning of November, about a month early compared to 
typical Antarctic springs.



Chapter 4

232

Even though the 2019 SSW did not meet the criteria of a major 
SSW, it involved a deceleration of the zonal-mean zonal wind 
at 60°S at 10 hPa of more than 60 m s–1, dropping from 80 m s–1 
to about 15  m  s–1 over the course of two weeks. A decrease of 
the same magnitude in the Northern Hemisphere would lead to 
a zonal wind reversal and thus constitute a major SSW (Wargan 
et al., 2020; Rao and Garfinkel, 2020). Disruptions of the polar 
vortex can impact surface weather. While the effects of the 2019 
strong minor SSW on Southern Hemisphere weather have yet to 
be fully evaluated, hot and dry conditions over parts of Australia 
observed during the austral summer 2019/20 are consistent with 
the expected response to a weak polar vortex event (Lim et al., 

2019; Baldwin et al., 2021; Lim et al., 2021). See Chapter 5 for 
a discussion of connections between the Southern Hemisphere 
stratospheric circulation and conditions at the surface, including 
the role of ozone feedbacks.

4.2.3.3 Antarctic Springs 2020 and 2021: 
Exceptionally Persistent Ozone Holes

In contrast to 2019, the 2020 and 2021 Antarctic springs 
were characterized by strong and long-lasting polar vortices and 
significant ozone depletion. In both years, the ozone hole area 
reached a maximum of over 24 million km2, about 5 million km2 
above the 1979–2021 average. In late September of 2020 and 

Figure 4-9. (top) Time series of daily total column ozone from Infrared Atmospheric Sounding Interferometer (IASI) observations, 
averaged between 60°S and 90°S for 2019 (red). The shading represents the estimated error. Black dots and error bars show 
the 2008–2018 average of the same quantity and the 11-year standard deviation, respectively. The onset of the SSW is noted as 
“SSW” in blue text. [Adapted from Safieddine et al., 2020.] (bottom) 220 DU contours of total ozone (black lines), defining the 
edge of the ozone hole, and the edges of the polar vortex (colored lines) on selected surfaces of potential temperature between 
440 and 760 K (approximately 17 to 28 km) on four dates between 5 August and 24 October in 2018 and 2019. The vortex edges 
are defined using threshold values of scaled potential vorticity. The dynamical and ozone fields are from a specified dynamics 
experiment forced by MERRA-2 meteorology. [Adapted from Wargan et al., 2020.]
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2021, both the OMD and the average minimum ozone, while not 
extreme, exhibited values more in line with those in the first de-
cade of the 21st century than in recent years (Figure 4-6). One 
remarkable feature of the 2020 ozone hole was its record dura-
tion (Klekociuk et al., 2022). Areas with ozone below 220 DU per-
sisted until late December 2020, several weeks longer than in a 
typical austral spring (Figure 4-7). The November and December 
averages of OMD and ozone hole area in 2020 were higher than 
previously observed. The 2021 ozone hole closed in mid-Decem-
ber, also significantly later than average (Figure 4-7).

The relatively large sizes and the extreme longevity of the 
2020 and 2021 ozone holes are consistent with the unusual dy-
namical states of the stratosphere in both years. Wave activity, 
slightly elevated during the austral winter of 2020, weakened to 
record-low levels between October and mid-December (Figure 
4-7). As a result, the springtime increase of vortex temperature, 
typically driven by a combination of radiative and dynamical 
warming, was slow relative to other years. Minimum temperatures 
at 50 hPa remained below the chlorine activation threshold until 
mid-November, about one month longer than usual (Figure 4-1). 
The vortex breakup occurred almost one month later than aver-
age (Section 4.2.2.3; Lecouffe et al., 2022). Chlorine deactivation 
was likely complete by the end of October (as seen at 480 K in 
Figure 4-8), but ozone remained low as OMD decreased at a rel-
atively slow rate (Figure 4-7). Debate is ongoing about potential 
impacts of the Australian New Year’s bushfires on the Southern 
Hemisphere polar ozone in 2020. The current state of this discus-
sion is summarized in Section 4.3.5.3.

In 2021, wave activity was also very weak between late 
September and late November, although not as weak as that in 
2020 (Figure 4-7). The minimum vortex temperatures, while 
higher than those in 2020, were well below average in 2021, and 
active chlorine in the polar vortex at 480 K followed very similar 
trajectories in 2020 and 2021 (Figure 4-8). Correlation analy-
sis of recent measurements suggests that high levels of sulfate 
aerosols injected into the stratosphere during the eruption of La 
Soufrière in April 2021 might have contributed to the large size 
of the ozone hole in that year (Yook et al., 2022). Further research 
is needed to investigate the dynamical, chemical, and climatic 
conditions in 2020 and 2021 that led to the prolonged periods of 
suppressed wave activity and long-lasting ozone holes.

4.2.4 Ozone Depletion in Arctic Springs 
(2018–2021)

The polar vortex in the Northern Hemisphere is more dy-
namically variable than that in the Southern (Section 4.3.4.1 and 
Figure 4-13), with major SSWs typically occurring several times 
per decade (Butler et al., 2017) and minor vortex disruptions 
being commonplace. The interannual variability of springtime 
Arctic ozone is driven by dynamical effects on transport and chem-
istry (Tegtmeier et al., 2008; Manney et al., 2011a; Strahan et al., 
2016; de la Cámara et al., 2018; Bahramvash Shams et al., 2022). 
The main contributions to Northern Hemisphere ozone variability 
are variations in the dynamical resupply of ozone-rich air through 
downward transport and year-to-year differences in the amount 
of mixing across the polar vortex edge. Dynamics also controls 
variations in chemical ozone depletion on interannual time scales 
(Section 4.3.4). Major SSWs occurred in three of the four most re-
cent Arctic winters: 2018, 2019, and 2021 (Rao et al., 2018, 2019; 
Butler et al., 2020; Lee, 2021; Pérot and Orsolini, 2021; Wright et 

al., 2021; Bahramvash Shams et al., 2022). In contrast, the 2020 
winter was characterized by an exceptionally strong and stable 
polar vortex and record-low ozone.

Coupling between the stratospheric polar vortex in the 
Northern Hemisphere and surface conditions is a subject of ongo-
ing research. For a summary of the current understanding of the 
stratosphere-troposphere interactions, including Arctic ozone 
feedbacks, see Chapter 5.

4.2.4.1 Arctic Springs 2018, 2019, and 2021: 
Impacts of Disturbed Polar Vortices

In 2018, wavenumber-2 forcing reversed the 60°N zonal 
winds on 12 February and split the polar vortex, causing an abrupt 
deceleration of the zonal-mean winds and rapid temperature in-
creases within a deep layer extending down to at least 70 hPa. 
Prior to the event, minimum temperatures at 50 hPa (in the lower 
part of the vortex) were significantly below the average through-
out January and the first half of February (Figure 4-1). The low 
temperatures provided conditions for intense PSC formation and 
chemical processing prior to the SSW. Figure 4-2 shows that 
the time-integrated volume of air below the chlorine activation 
threshold was relatively high in 2018. Concentrations of vortex 
HNO3 were close to the lower end of the range (Figure 4-8), 
indicative of substantial PSC formation. Observations of HCl and 
ClO indicate that chlorine activation began in late November, two 
weeks earlier than usual, and produced high concentrations of 
active chlorine that would not become fully deactivated until late 
March (Figure 4-8). In early February, prior to the SSW, polar cap 
total ozone was only about 350 DU, in the low 10th percentile for 
that time period. As a result of the high concentrations of active 
chlorine, chemical ozone loss was significant and continued after 
the vortex split occurred (Bernhard et al., 2019), such that low-
er-stratospheric vortex ozone in early March 2018 was one of the 
lowest in the MLS record (Figure 4-8). However, because of the 
SSW and the associated influx of ozone-rich air in the middle and 
upper stratosphere, the relatively intense chemical destruction 
did not significantly affect March polar cap total ozone (Figure 
4-4). Average minimum daily ozone north of 63°N equivalent lat-
itude (Figure 4-5) was within the 21st-century range.

The 2019 SSW, which began on 2 January, about 40 days ear-
lier in the season than the 2018 event, had a significant impact on 
polar chemistry (Bernhard et al., 2020). Unlike the rapid develop-
ment observed in 2018, the onset of the 2019 SSW was preceded 
by gradual weakening and displacement of the polar vortex by 
wavenumber-1 forcing after mid-December (Butler et al., 2020; 
Lee and Butler, 2020). Minimum vortex temperatures at 50 hPa in-
creased above the threshold for chlorine activation as early as late 
December (Figure 4-1). Vortex HNO3 on 2 January was above its 
November levels (Figure 4-8), indicating very little PSC forma-
tion. Following a brief period of chlorine activation in mid-Decem-
ber 2018, average ClO concentrations gradually declined, while 
HCl increased and reached values above the 2005–2017 maxi-
mum in late January. By the end of January, chlorine deactivation 
was complete, and chemical ozone loss due to chlorine catalytic 
cycles ceased. Dynamical effects of the slowly downward propa-
gating vortex disturbance led to a further significant increase of 
ozone concentrations in mid-February. The March polar cap TCO 
in 2019 was slightly above the typical values seen in the past two 
decades (Figure 4-4), and the average minimum daily ozone 
north of 63°N equivalent latitude was one of the highest in the 
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past three decades (Figure 4-5), further underscoring the critical 
role of dynamical effects on ozone variability in the Arctic.

The onset of the 2021 SSW occurred on 5 January (Wright et 
al., 2021). Unlike in 2019, minimum temperatures at 50  hPa re-
mained below the chlorine activation threshold until mid-January 
(Figure 4-1). A moderate decrease in HNO3 observed by MLS 
indicates PSC formation in late December (Figure 4-8). High ClO 
concentrations in early January suggest that some chemical ozone 
depletion occurred initially, but by the end of the month, chlorine 
was fully deactivated. Vortex-averaged ozone concentrations at 
18 km were at the upper end of the 2005–2017 range already in 
November and remained relatively high throughout the winter 
and spring (Figure 4-8). Nonetheless, likely because of partial 
compensation from below-average ozone at higher altitudes and 
outside of the vortex, polar cap total ozone in March was one of 
the lowest in the last 20 years (Figure 4-4), excluding the ex-
treme cases of 2011 and 2020. The minimum of daily averages 
within the area prescribed by 63°N equivalent latitude (Figure 
4-5) was typical for recent decades.

While major SSWs occurred in all three years, their effects on 
ozone varied significantly, as is evident from Figures 4-4, 4-5, 
and 4-8. This variability arises from differences in the timing of 
the SSWs and their dynamical evolution that, in turn, impact the 
concentrations of active chlorine within the polar vortex and the 
amount of solar illumination of the chemically processed air within 
the vortex.
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Figure 4-10. Ozone profiles inside the polar vortex from 
17 March to 17 April 2020 as a function of altitude. A set of 
12 sondes was chosen from all measurements to represent 
the air masses most depleted in ozone (blue lines). All other 
profiles from 2019/20 are shown in light gray. For compar-
ison, profiles inside the polar vortex from the warm winter 
2014/15 (24 March to 9 April) are shown in black. [Adapt-
ed from Wohltmann et al., 2020.]

4.2.4.2 Arctic Spring 2020: Record-Low Arctic 
Stratospheric Ozone

Record-low ozone was observed in the Arctic spring of 
2020. The only other two years that saw comparable extremes 
were 1997 and 2011. As was the case in those years, the excep-
tionally low ozone anomaly in 2020 was a consequence of a pro-
longed period of very low temperatures and high stability of the 
polar vortex, which strongly enhanced chemical depletion while 
inhibiting ozone resupply through transport (Manney et al., 2020; 
Lawrence et al., 2020; Inness et al., 2020; Dameris et al., 2021; 
Feng et al., 2021; Weber et al., 2021; Grooß and Müller, 2021). 
Pronounced ozone minima occurred within the stratospheric 
polar vortex at altitudes between 15 and 20  km (Figure 4-10). 
Polar cap ozone during most of the late winter and early spring 
of 2020 was the lowest on record, with values reaching about 
90 DU below the 1979–2021 March average. The February–April 
mean TCO near the North Pole was about 120  DU below the 
long-term mean (Figure 4-11a). Regions where TCO fell below 
220  DU were observed between January and March (Dameris 
et al., 2021; Kuttippurath et al., 2021), prompting media reports 
of an “Arctic ozone hole.” However, these patches of low ozone 
lacked almost any defining characteristics of Antarctic ozone de-
pletion (Wohltmann et al., 2020). With areas under 1 million km2, 
they were small compared to ozone holes, which regularly ex-
ceed 20 million  km2 in size. Daily total ozone minima in March 
ranged between 205 and 240  DU, about 50  DU below the av-
erage. By comparison, typical minimum TCO over Antarctica in 
October ranges between 100 and 160  DU (Figure 4-6), with 
ozone concentrations near zero in the most depleted layer in the 
lower stratosphere (e.g., Solomon et al., 2014; Kuttippurath et 
al., 2018). Minimum ozone concentrations measured by ozone-
sondes in March and April 2020 were generally between 0.15 
and 0.2 ppmv and occurred at altitudes around 18 km, with the 
lowest reported value being 0.13 ppmv (Wohltmann et al., 2020; 
Figure 4-10). These values are lower than previously observed 
in any other Arctic spring, including 2011, but are still an order 
of magnitude higher than minima observed over Antarctica 
(Solomon et al., 2014).

The 2019/20 northern winter/spring has been intensely 
studied. None of the results published to date challenge our 
now well-established understanding of polar ozone chemistry. 
Chemistry models constrained by real-world meteorology from 
reanalyses accurately reproduce the extreme chemical ozone loss 
of 2020. This has been demonstrated explicitly with the CLaMS 
(Grooß and Müller, 2021) and the TOMCAT (Feng et al., 2021; 
Weber et al., 2021) chemistry models.

Similar to the winter/spring seasons of 1996/97, 2010/11, 
and, to some extent, 2015/16, the prolonged period of very low 
minimum polar vortex temperatures that lasted from December 
through April (Figure 4-1) and the high vortex strength resulted 
primarily from exceptionally low wave activity in the stratosphere. 
Figure 4-11b shows an approximately linear relationship be-
tween the amount of wave driving, represented by the vertical 
component of the Eliassen-Palm flux, and the Northern Annular 
Mode (NAM) index, which quantifies vortex strength. The springs 
of 1997, 2011, and 2020 are near the lower-right corner of the 
plot, with the lowest wintertime wave activity and the strongest 
polar vortex occurring in 2020. Another feature of the 2020 
spring was a strong coupling between the polar vortex and tropo-
spheric meteorology, as manifested in a highly zonal circulation 
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throughout the depth of the stratosphere and troposphere down 
to the surface (Lawrence et al., 2020).

The extremely low Arctic ozone in the spring of 2020 arose 
as a combined effect of anomalous transport and exceptionally 
strong chemical depletion, both caused by the unusual dynamical 
conditions described above. While chemical destruction in 2020 
(discussed below) was significant, weak ozone resupply was the 
other key factor in the occurrence of the extremely low observed 
values of TCO in the spring of 2020. When wave activity is less 
intense, as it was in 2020, the Brewer-Dobson Circulation (BDC) 
slows down, and ozone replenishment is less effective (Section 
4.3.4). Furthermore, assimilated meteorological fields from re-
analyses provide evidence of downward wave reflection and as-
sociated anomalous upwelling between January and March 2020 
(Lawrence et al., 2020). The phenomenon of planetary wave 
reflection was highlighted in Langematz, Tully et al. (2018) as a 
factor in slowing down the BDC, leading to a colder polar vortex 
and inhibiting vertical transport. In the winter/spring of 2019/20, 
the rate of ozone resupply into the lower stratosphere was signifi-
cantly reduced. Dynamical replenishment over the polar cap in 
March 2020 was only about 60 DU, compared to the climatolog-
ical average of 150 DU (Feng et al., 2021).

The extreme stability of the stratospheric polar vortex signifi-
cantly impacted polar chemistry in 2020. Minimum temperatures 
remained below the threshold for chlorine activation until mid-
March (Lawrence et al., 2020; Wohltmann et al., 2020; Dameris 
et al., 2021). The time-integrated NAT (nitric acid trihydrate) 

PSC volume (VPSC) reached the second-highest value on record 
(Figure 4-2). Based on satellite measurements, the maximum 
area covered by PSCs was 8–10 million km2, comparable to typ-
ical Southern Hemisphere values (DeLand et al., 2020). These 
conditions enabled long-lasting chlorine activation and chemi-
cal ozone loss. Vortex-averaged chlorine monoxide (ClO) in the 
lower stratosphere was persistently high, while the chlorine res-
ervoir compound hydrogen chloride (HCl) was the lowest since 
at least 2005 for most of the season (Figure 4-8). Chlorine activa-
tion and ozone depletion began earlier than in any previously ob-
served winter, with evidence of some chemical ozone loss as early 
as November (Manney et al., 2020). High levels of active chlorine 
and bromine and significant denitrification are also indicated in 
satellite measurements of chlorine dioxide (OClO) slant columns 
and of nitrogen dioxide (NO2) total columns (Weber et al., 2021) 
and in ground-based observations of bromine monoxide (BrO), 
chlorine nitrate (ClONO2), and nitric acid (HNO3) columns (Bognar 
et al., 2021). Chlorine deactivation occurred around the March/
April boundary, much later than in typical Arctic springs, apart 
from 2011. The prolonged exposure of chemically processed air 
to sunlight contributed to the significant chemical ozone deple-
tion in 2020 (Wohltmann et al., 2021). By early April, HCl con-
centrations increased to record levels, indicating an Antarctic-like 
deactivation pathway, whereby Cl is incorporated predominantly 
into this nitrogen-free compound rather than into ClONO2, as 
typically observed in the Northern Hemisphere (Manney et al., 
2020; Grooß and Müller, 2021; Wohltmann et al., 2021).

Figure 4-11. (a) Northern Hemisphere February–April (FMA) total ozone anomaly with respect to the 1979–2020 average. (b) 
December–February (DJF) 100 hPa 40 –80°N averaged vertical component of the Eliassen-Palm flux (Fz) versus the January–
March (JFM) 50 hPa Northern Annular Mode (NAM) index. The record year 2020 in (b) is marked in red. The ozone data are from 
the Ozone Mapping and Profiling Suite Nadir Mapper; the dynamical metrics are derived from the MERRA-2 reanalysis. [Adapted 
from Lawrence et al., 2020.]
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Box 4-1. What is a ‘Polar Vortex’ and Why Does it Matter?

As most recently discussed by Manney et al. (2022), there is considerable confusion both within and outside the atmospheric 
science community about the usage of the term “polar vortex.” For instance, in January 2014, a cold air outbreak (CAO) extending 
through the southern central and eastern United States set new record-low minimum temperatures as far south as Georgia and Texas 
(e.g., Screen et al., 2015). As discussed by, e.g., Lillo et al. (2021), this CAO was described in the media as “the polar vortex,” and 
this language became commonplace in the popular press. At the time, the term polar vortex in scientific literature most commonly 
described the stratospheric polar vortex, often without explicit qualification (e.g., Wang et al., 2014); some studies also used “polar” 
or “circumpolar” vortex to describe a “tropospheric polar vortex” without further qualification (e.g., Wallace et al., 2014; Yu and 
Zhang, 2015). Waugh et al. (2017) sought to dispel myths about the polar vortex. They described the stratospheric and tropospheric 
“circumpolar” vortices as the terms had been commonly used in scientific literature, highlighted their differences and relationships 
to extreme weather events, and provided recommendations for describing them in public forums. Unfortunately, while this work is 
widely cited, the two concepts are still often conflated or not clearly distinguished, sometimes on educational sites, in studies on 
climate change communication, or within the atmospheric science community (e.g., Shepherd, 2016; Lyons et al., 2018; UC Davis, 
2019; UCAR, 2021; Bushra and Rohli, 2021; Dai et al., 2021; Kömüşcü and Oğuz, 2021).

Box 4-1 Figure 1 shows examples on two dates (chosen during periods in which CAOs were described in the popular press 
as polar vortex “outbreaks” or “attacks”) depicting the stratospheric polar vortex and the upper-tropospheric jet streams (the dy-
namical features most closely aligned with common definitions of a “tropospheric polar vortex”). Box 4-1 Table 1 summarizes key 
differences between the tropospheric and stratospheric circulations in relation to the “polar vortex.”

The stratospheric polar vortex is consistently defined as bounded by the polar night jet, the strong band of eastward winds 
throughout the stratosphere that forms in the fall and weakens and reverses in spring. Several diagnostics can be used to define the 
stratospheric polar vortex edge (Lawrence and Manney, 2018, and references therein), any of which pick out approximately the same 
physically meaningful boundary from the lowermost into the upper stratosphere. The stratospheric polar vortex is a single persistent 
feature that dominates the circulation of and transport throughout the polar stratosphere in fall through spring.

Box 4-1 Figure 1. Maps showing the (a, c) stratospheric polar vortex and (b, d) upper-tropospheric jet stream wind speeds 
(blue color fill) and “vortex edge” contours (magenta for stratosphere, orange for troposphere) on dates during CAOs in two 
Arctic winters. [Adapted from Manney et al., 2022.]

tropospheric circulation
stratospheric polar vortex
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There is no consensus on the definition of a “tropospheric polar vortex” or on the altitude(s) at which it is defined. Waugh et al. 
(2017), and articles they cite, used one common method that defined the tropospheric polar vortex such that its edge approximately 
follows the axis of an upper tropospheric jet stream. These jets have maxima that are very localized in altitude compared to the 
stratospheric polar night jet, and they vary strongly with longitude (e.g., Manney et al., 2011b, 2014; and references therein; Box 
4-1 Figure 1b, d). Because smaller-scale motions dominate tropospheric dynamics, a “tropospheric polar vortex” by any definition 
is not a single coherent circumpolar circulation that plays a central role in tropospheric dynamics and transport.

The stratospheric polar vortices profoundly affect ozone distributions via their role as transport barriers, isolating species in-
volved in ozone depletion from mid-latitude air. This results in strong ozone gradients across those vortex edges, which in turn 
lead to very different ozone concentrations inside and outside the stratospheric polar vortices. Polar stratospheric chemical pro-
cessing and ozone destruction are commonly analyzed from a vortex-centered perspective (e.g., Sections 4.2.3 and 4.2.4), and 
the amount of polar ozone loss in a given spring is controlled by the strength and coldness of the winter/springtime stratospheric 
polar vortex. In contrast, upper troposphere/lower stratosphere (UTLS) ozone variability is dominated by regional variations in strato-
sphere-troposphere exchange and differences in the amount of ozone in the lower stratosphere that can be transported into the 
troposphere (e.g., Albers et al., 2018; Olsen et al., 2019; Breeden et al., 2021). The former depends critically on regional variations 
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in the upper-tropospheric jets and tropopause, and the latter on stratospheric variability (and thus on stratospheric polar vortex 
conditions). Unlike in the stratosphere, ozone in the troposphere does not show strong gradients on a hemispheric scale, except 
at the subtropical boundary that separates higher-ozone stratospheric air at mid-latitudes from lower-ozone tropospheric air at low 
latitudes (e.g., Manney et al., 2022).

CAOs are described as “polar vortex events” in the media and in venues such as peer-reviewed papers on communication of 
climate change risks (e.g., Lyons et al., 2018), but, based on the dynamical processes involved, they are best described as excursions 
of the upper-tropospheric jet stream, such as southward advection of cold Arctic air. While they are sometimes described as “local” 
variations of the tropospheric polar vortex “edge,” they are not generally correlated with the strength of the globally defined tropo-
spheric polar vortex (e.g., Celliti et al., 2006; Waugh et al., 2017; Bushra and Rohli, 2021; and references therein), so the usefulness 
of that description is limited at best. Sudden stratospheric warmings (SSWs, which weaken/disrupt the stratospheric polar vortex) 
have been linked to some CAOs (e.g., Butler et al., 2017; Domeisen and Butler, 2020; Huang et al., 2021; and references therein), 
and the media often hails reports of an SSW with warnings that “the polar vortex is coming” and predicts a CAO. That connection 
is, however, probabilistic, and CAOs may be associated with either strong (Box 4-1 Figure 1a, b; January 2014) or weak (Box 4-1 
Figure 1c, d; February 2021, following an SSW) stratospheric polar vortices. The effects of the stratospheric polar vortex depend on 
the location of the CAOs and other characteristics of the stratospheric polar vortex in addition to its strength (e.g., Kretschmer et al., 
2018; Lee et al., 2019; Cohen et al., 2021).

It is thus clear that, as discussed by Manney et al. (2022), describing the stratospheric polar vortex as the primary factor domi-
nating stratospheric variability and influencing the surface (with probabilistic links to extreme weather events) is accurate and useful. 
On the other hand, the most relevant features of the tropospheric circulation, particularly those linked to extreme weather events, are 
best described as local excursions of the tropospheric jet streams. The term “polar vortex” is best used to denote the stratospheric 
cool-season circulation. However, because that term often is used inappropriately for other atmospheric features, the more precise 
term “stratospheric polar vortex” should be used for clarity.

Stratospheric Circulation / Stratospheric Polar Vortex Tropospheric Circulations / Upper-Tropospheric Jet Streams

Deep feature extending from the tropopause (about 12–15 km) to the 
stratopause (about 50–60 km).

Circulation influence of extratropical upper-tropospheric jets is limited by 
vertically localized wind speed maxima that are strongest in a few-km region 
centered near 12 km (9 km) altitude at lower (higher) latitudes. No consensus 

on level at which a “tropospheric polar vortex” is defined.

Unique feature whose variations in strength, size, and position dominate the 
stratospheric circulation in late fall through spring.

No single global feature dominates the circulation; impactful circulation systems 
/ weather (e.g., winter storms) primarily linked to local jet stream excursions 

rather than to an overall strong or weak circumpolar vortex.

Trace gas transport is closely aligned with the vortex; the vortex edge is a global 
transport barrier whose strength determines the degree of mixing across it.

Transport controlled by upper-tropospheric jet and tropopause variations; 
jets represent a transport barrier only in regions where they are strong, 

not around the globe.

Provides the “containment vessel” in which lower-stratospheric chemical 
ozone loss occurs; thus variations in strength/coldness dominate 

interannual variability in ozone.

Upper-tropospheric ozone variability primarily controlled by ozone abundances 
in the lowermost stratospheric reservoir and local jet / tropopause variations 

that lead to stratosphere-troposphere exchange.

Box 4-1 Table 1. Key differences between the stratospheric and tropospheric polar vortices.

Several methods of estimating chemical ozone loss have 
been used in polar ozone studies (for a concise summary, see 
Newman, Rex et al., 2007), all of which are subject to consid-
erable uncertainties (Livesey et al., 2015; Griffin et al., 2019). 
Estimates of chemical ozone loss in the Arctic in 2020 are none-
theless in broad agreement in that they all indicate exceptional 
depletion. The peak chemical loss occurred around the 450  K 
potential temperature surface, which corresponds to about 
16–18 km above the surface. Estimates of the cumulative chemical 
ozone destruction at that level range between 2.2 and 3.4 ppmv 
(Wohltmann et al., 2020; Manney et al., 2020; Kuttippurath et al., 
2021), at least 75% of the initial ozone abundance. The maximum 
loss within the vortex core was higher and is estimated to be as 
large as 93% (Wohltmann et al., 2020). These values are simi-
lar to those for 2011, although the maximum depletion in 2020 
occurred at a lower altitude, amounting to a larger ozone mass 
loss in 2020. These maximum values significantly exceed ozone 
destruction during a typical Arctic spring and approach the range 

characteristic for the Antarctic, although in the Antarctic, such se-
vere depletion affects a broader range of altitudes and a larger 
portion of the polar vortex (Wohltmann et al., 2020; Solomon et 
al., 2014; Livesey et al., 2015). Observation and model-based 
estimates of the vortex-averaged and vertically integrated loss in 
the lower stratosphere range between 105 and 131  DU (Weber 
et al., 2021; Wohltmann et al., 2020; Grooß and Müller, 2021), 
where the latter value is limited to the vortex core and includes 
a small amount of chemical loss that occurred in November. 
Estimates of the total column net ozone loss (implicitly including 
middle- and upper-stratospheric photochemical ozone produc-
tion) are 88 and 106 DU, depending on the method used (Weber 
et al., 2021). These estimates of column ozone loss are quanti-
tatively similar to those for 2011. However, because the March 
polar vortex area in 2020 was about 25% larger than that in 2011, 
ozone loss integrated over the vortex was more extensive in 2020 
(Weber et al., 2021).
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4.3 UNDERSTANDING OF POLAR OZONE 
PROCESSES

The chemical and dynamical processes controlling polar 
stratospheric ozone are generally well understood and have 
been discussed in detail in previous Assessments (e.g., Dameris, 
Godin-Beekmann et al., 2014; Langematz, Tully et al., 2018). 
Since the last Assessment, research has focused on refining our 
understanding of both chemical and dynamical influences on 
polar ozone, thus reducing uncertainties in model projections 
of future polar ozone in a changing climate. For example, the 
fundamental understanding of polar stratospheric cloud (PSC) 

formation pathways and particle characteristics has progressed, 
and multi-decadal trends in PSC occurrence could be analyzed 
for the first time (Section 4.3.1). High-resolution measurements 
obtained from research aircraft campaigns in the UTLS provid-
ed new insight into chlorine chemistry (Section 4.3.2). Section 
4.3.3 raises the potential but still rather uncertain role of iodine 
as a halogenated very short-lived substance (VSLS) contributing 
to chemical ozone depletion. New pathways of dynamical forc-
ing of Arctic ozone associated with future Arctic sea ice decline 
and North Pacific sea surface temperature anomalies (SSTAs) 
are addressed in Section 4.3.4. Other factors influencing polar 
stratospheric ozone (Section 4.3.5) include, in particular, the role 
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Figure 4-12. Monthly mean polar maps of CALIOP Antarctic PSC occurrence frequency at 500 K (~20 km), averaged over 2006–
2018. (row 1) All PSCs. (row 2) Supercooled ternary solution (STS). (row 3) NAT mixtures, including enhanced NAT due to moun-
tain waves. (row 4) Ice, including wave ice. Black contours show the mean vortex edge. Solid red and blue contours, respectively, 
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grayscale ranges are used for “all” PSCs and “individual” compositions. [Adapted from Tritscher et al., 2021, updated from Pitts 
et al., 2018.]
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of wildfire emissions, such as those from the severe bushfires in 
southeastern Australia in late December 2019 and early January 
2020, and the possible ozone depletion by the emissions of a 
fleet of supersonic and hypersonic aircraft, currently under con-
sideration for future civil transportation.

4.3.1 Polar Stratospheric Clouds: 
Observations and Modeling of PSC 
Occurrence, Extent, and Composition

The critical role of PSCs in affecting polar ozone and chlo-
rine chemistry is considered to be well understood (see Dameris, 
Godin-Beekmann et al., 2014, and Langematz, Tully et al., 2018, 
for a more detailed description). Nevertheless, as discussed in 
Dameris, Godin-Beekmann et al. (2014), uncertainties still exist in 
various aspects, for example the nucleation mechanism for nitric 
acid trihydrate (NAT) particles, including large “NAT-rocks,” or 
the origin and effects of refractory particles (low-volatility parti-
cles of terrestrial or extraterrestrial origin that can promote het-
erogeneous nucleation). This section reviews the progress made 
in closing the gaps on the extent, composition, and formation 
mechanisms of PSCs since the last Assessment. A more compre-
hensive review is provided by Tritscher et al. (2021).

Following Tritscher et al. (2021), the term “composition” 
as it relates to PSCs includes their chemical components (e.g., 
stratospheric sulfuric acid aerosols [SSA, H2SO4-H2O], super-
cooled ternary solution [STS, H2SO4-HNO3-H2O] droplets, nitric 
acid trihydrate [NAT, HNO3 • 3H2O] or other hydrates of HNO3 or 
H2SO4, or H2O ice), particle phase states (e.g., droplets or crys-
tals), and states of mixing. Contemporary observations by three 
spaceborne instruments—MIPAS, MLS, and CALIOP—provide 
an unprecedented seasonal polar vortex-wide data record of PSC 
occurrence and composition in both hemispheres from 2002 to 
present (2021; Pitts et al., 2018; Höpfner et al., 2018; Spang et 
al., 2018; Tritscher et al., 2021). A detailed comparison of these 
datasets revealed consistency in the PSC coverage between 
CALIOP and MIPAS, and in PSC composition for homogeneous 
cloud scenes between CALIOP, MIPAS, and MLS. Agreement 
between PSCs observed by the spaceborne instruments and 
ground-based lidars in Antarctica is also good regarding the 
general features of the PSC season, such as the occurrence in 
the different composition classes and its altitude dependence 
during the season. However, differences were detected on the 
basis of daily observations, mainly owing to the high geographic 
variability of PSCs (Snels et al., 2019, 2021). The new PSC clima-
tology allows further analyses of PSC characteristics, such as the 
seasonal, geographical, and height coverage of the different PSC 
composition classes and their interannual variability. Figure 4-12 
shows the 2006–2018 average of monthly mean polar maps of 
CALIOP Antarctic PSC occurrence frequency at about 20 km al-
titude for different PSC composition classes. PSC occurrence is 
roughly bounded by the T < TNAT contour and increases poleward, 
with the highest occurrence frequencies (>60%) generally locat-
ed within the region of T < Tice. The contours of the frequency of 
PSC occurrence and of the cold pool are pushed slightly off the 
pole toward the Antarctic Peninsula, in association with frequent 
mountain wave activity (i.e., wave ice in Figure 4-12) in this re-
gion, as also found by Spang et al. (2018) in PSC observations 
from MIPAS.

With the new CALIOP PSC climatology, it became possible 

to investigate multi-decadal trends in PSC occurrence by compar-
ing the CALIOP dataset from 2006–2017 with the Stratospheric 
Aerosol Measurement (SAM) solar occultation PSC occurrence 
record from 1978–1989 (Poole and Pitts, 1994). It was found that 
in the Antarctic, PSC occurrence is very similar between the two 
periods, whereas in the Arctic PSC occurrence has significantly 
increased in early winter (December and January; Pitts et al., 
2018). This different development of Arctic versus Antarctic PSC 
occurrence is consistent with lower-stratospheric temperature 
trends derived from MSU4 satellite observations, which show 
a significant Arctic cooling in December and January for the pe-
riod 1998–2016, while Antarctic temperature changes in this 
period are small relative to the period 1979–1997 (Figure 5-6a, 
c in Karpechko, Maycock et al., 2018). The Arctic PSC increase 
may have had implications for Arctic lower-stratospheric ozone, 
which decreased between 1998 and 2018 (Hu et al., 2022; 
see also Section 4.3.4.3). Any future cooling of the Arctic lower 
stratosphere (either by reduced dynamical forcing from the tropo-
sphere or induced by climate change) is expected to enhance PSC 
occurrence and—provided ozone-depleting substances (ODSs) 
are still present—reduce lower-stratospheric ozone abundances.

In the previous Assessment, two major NAT particle forma-
tion mechanisms were discussed: homogeneous nucleation 
from STS droplets, producing large NAT particles relevant for 
explaining the observed denitrification, and heterogeneous 
nucleation of NAT on ice, producing small particles. It was also 
proposed that refractory particles of meteoritic origin might serve 
as condensation nuclei of large NAT particles, so-called NAT-
rocks (Langematz, Tully et al., 2018, and references therein). As 
reviewed by Tritscher et al. (2021), the fundamental understand-
ing of PSC formation pathways and particle characteristics has 
advanced since then. While there are strong indications that ho-
mogeneous nucleation of NAT particles from STS droplets seems 
to be largely suppressed under stratospheric conditions, two 
heterogeneous NAT nucleation processes exist: NAT nucleation 
on ice, which has been shown to be efficient in mountain wave ice 
clouds; and NAT nucleation on foreign nuclei, observed at T > Tice. 
The heterogeneous nuclei may be of meteoritic origin, although 
other refractory materials or organics have also been identified in 
stratospheric aerosol particles (James et al., 2018; Schneider et 
al., 2021).

As reported in Dameris, Godin-Beekmann et al. (2014) and 
Langematz, Tully et al. (2018), unusually large PSC particles, also 
called NAT-rocks, had been detected in earlier Arctic aircraft cam-
paigns. They are of interest as sequestering of nitric acid in these 
particles might lead to efficient denitrification (Tritscher et al., 
2021, and references therein). By applying a new method to de-
tect such populations of HNO3-containing particles using infrared 
limb observations, populations of aspherical NAT particles with 
median radii ≥3  μm were detected vortex-wide during Arctic 
winter 2011/12 (Woiwode et al., 2019). The study emphasizes 
the key role of the detected particles for the denitrification of the 
Arctic winter stratosphere. However, the measured extensive gas-
phase HNO3 sequestration and condensed gas-phase equivalent 
HNO3 of 10 ppbv or more exceed model simulations for different 
Arctic winters by up to one order of magnitude. Likewise, models 
fail to reproduce the long persistence and slow sedimentation 
of the detected populations, which might be due to the highly 
aspherical shape of the detected particles and their lower fall 
speeds (Westbrook, 2008; Woiwode et al., 2019).
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4.3.2 Polar Chemistry: Observations and 
Modeling

4.3.2.1 Observations
Since the last Assessment, various studies have focused on 

the chlorine and bromine chemistry in the polar lowermost strato-
sphere during the exceptionally cold Arctic winter of 2015/16. 
Extreme meteorological conditions early in the 2015/16 winter 
induced rapid ozone loss, until a sudden stratospheric warming at 
the beginning of March 2016 curtailed further chemical process-
ing. High-resolution and high-accuracy datasets obtained from 
instruments onboard the High Altitude and LOng Range Research 
Aircraft (HALO) allowed the variations in trace gas distributions in 
the UTLS over the course of this exceptional Arctic winter to be 
probed in fine detail.

A consistent series of in situ high-resolution mass spectro-
metric observations of HCl and ClONO2 from the AIMS instru-
ment onboard HALO was analyzed to study the chemistry of the 
lower-stratospheric outflow region of the 2015/16 Arctic polar 
vortex, together with total inorganic chlorine (Cly) and active chlo-
rine (ClOx) derived from simultaneous measurements of CFC-12. 
The new data highlight the altitude dependence of the pathway 
for chlorine deactivation in the lowermost vortex, with HCl domi-
nating below the 380 K isentropic surface and ClONO2 prevailing 
above (Marsing et al., 2019).

Chlorine activation and deactivation in the lowermost strato-
sphere during the 2015/16 Arctic winter were further analyzed 
utilizing time series of satellite measurements, remote-sensing 
measurements from the airborne limb imager GLORIA, and 
simulations with atmospheric models (Johansson et al., 2019). 
Time series of the satellite measurements reveal unusually low 
HCl and ClONO2 at 380 K from the beginning of January to the 
end of February 2016, while ClO was strongly enhanced. In 
March 2016, unusually rapid chlorine deactivation into HCl was 
observed instead of deactivation into ClONO2, the more typical 
pathway for deactivation in the Arctic. This is explained by very 
low ozone abundances together with low temperatures, condi-
tions that favor HCl reformation. During this exceptional Arctic 
winter, the high-resolution GLORIA instrument observed strongly 
enhanced ClONO2 values of up to 1100 pptv in the tropopause 
region, showing mesoscale structures in the two-dimensional 
vertical cross sections of ClONO2 that result in part from local 
chlorine deactivation and in part from transport of previously de-
activated air. In addition, GLORIA measurements of ClONO2 and 
O3 were used to evaluate simulations from a chemistry transport 
model and a chemistry climate model; the comparisons showed 
agreement within the expected performance of both models 
(Johansson et al., 2019).

GLORIA observations along the flight track of HALO together 
with tracer-tracer correlations also enabled the quantification of 
HNO3 distributions in the lowermost stratosphere with high spa-
tial resolution throughout the Arctic winter 2015/16. Large-scale 
as well as local fine structures with enhanced absolute HNO3 vol-
ume mixing ratios as high as 11 ppbv were found at altitudes of 
13 km in January, with nitrified filaments persisting until the middle 
of March (Braun et al., 2019). Narrow coherent structures tilted 
with altitude of enhanced HNO3, observed in mid-January, were 
interpreted as regions recently nitrified by sublimating HNO3-
containing particles.

Calculations of Cly in the lower stratosphere derived from 
chlorinated source gas measurements onboard the HALO aircraft 
during the campaign in the Arctic in 2015/16 were compared 
with those from a campaign in the Antarctic in austral winter/
spring 2019 (Jesswein et al., 2021). A new air mass classification 
system was used, based on high-resolution in situ measurements 
during the campaigns, to map measurements to the vortex, vor-
tex boundary region, and mid-latitudes. Although the Antarctic 
vortex was unusually weak in 2019 in the wake of a minor sudden 
warming, up to 50% of the total chlorine could be found in inor-
ganic form inside the vortex at about 5 km above the tropopause. 
In the mid-latitudes, only about 15% of the total chlorine was 
found in inorganic form. In contrast to the Antarctic polar vortex in 
2019, the Arctic polar vortex in 2015/16 was one of the strongest 
compared to previous years (Matthias et al., 2016). At a compa-
rable altitude inside the vortex, only around 40% of total chlorine 
was found in inorganic form, whereas roughly 20% was found 
at mid-latitudes. Inside the respective vortices, the amount of 
Cly was higher during the Southern Hemisphere campaign than 
during the Northern Hemisphere campaign by up to 540 ppt (at 
the same altitude).

4.3.2.2 Theoretical Basis and Modeling
In Langematz, Tully et al. (2018), the chemical reactions in-

volved in polar ozone depletion were discussed for specific win-
ters, including the relevant reaction pathways and cycles. Since 
then, this work has been continued (Zafar et al., 2018), and the 
known stratospheric chemistry has been evaluated for the Arctic 
winter and spring 2020/21 (Feng et al., 2021; Grooß and Müller, 
2021).

The record ozone depletion in the Arctic spring 2020 is well 
reproduced by chemical transport models (CTMs) that include 
state-of-the-art chemistry schemes and that obtain meteorologi-
cal information from reanalyses, such as the CLaMS and TOMCAT 
chemistry models. As discussed in detail in Section 4.2.4.2, the 
simulated stratospheric ozone loss in Arctic spring 2020 in both 
CTMs agrees well with satellite observations and balloon-borne 
ozone sondes (Grooß and Müller, 2021; Feng et al., 2021; Weber 
et al., 2021), demonstrating that known stratospheric chemistry 
in combination with transport can explain the observed severe 
Arctic ozone depletion for the specific meteorological conditions 
in winter/spring 2019/20 (i.e., a stable stratospheric polar vortex 
and low temperatures).

Despite the capability of state-of-the-art CTMs to reproduce 
the observed polar ozone depletion, one open issue, already 
noted in the previous Assessment (Langematz, Tully et al., 2018), 
remains unresolved. Analysis of chlorine chemistry in current 
CTMs and CCMs (chemistry-climate models) revealed that the 
simulated HCl depletion in the cold and dark early-winter polar 
vortex is too weak and occurs too late compared to that observed 
(Wohltmann et al., 2017; Grooß et al., 2018). This discrepancy, 
which is more prominent in the Antarctic but has also been seen in 
cold Arctic winters (Grooß et al., 2018; Grooß and Müller, 2021), 
seems to be due to some unknown process. As the HCl discrep-
ancy occurs in early winter, when ozone loss rates are slow, its 
effect on the ozone column loss throughout the Antarctic winter 
and spring is minor (~2%; Grooß et al., 2018).

As discussed in Langematz, Tully et al. (2018), high levels 
of active chlorine are maintained in the core of the Antarctic 
lower-stratospheric polar vortex during spring, despite rapid 
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gas-phase production of HCl. Maintenance of active chlorine 
is achieved through HCl null cycles in which HCl production is 
balanced by immediate reactivation (Müller et al., 2018). Using 
box-model simulations representative of vortex core conditions, 
Zafar et al. (2018) showed that the chemistry of the methyl peroxy 
radical (CH3O2) is essential for these HCl null cycles and thus for 
Antarctic lower-stratospheric chlorine and ozone loss chemistry.

4.3.3 Very Short-Lived Halogenated 
Substances

Chemical destruction of ozone in the polar spring occurs 
through catalytic cycles involving ClO and BrO radicals. These 
species are part of the inorganic chlorine and bromine families, 
which are produced in the stratosphere following the degrada-
tion of natural and anthropogenic source gases. Because air in the 
polar lower stratosphere is aged, even ODSs with relatively long 
lifetimes (decades or more) are largely decomposed to the inor-
ganic families. Therefore, the contribution of different chlorine- 
and bromine-containing source gases to polar ozone depends on 
the additional amount of Cl or Br delivered to the stratosphere, 
which provides a way of comparing the impact of chlorine and 
bromine VSLSs on polar ozone with longer-lived species.

Natural brominated VSLSs (e.g., CHBr3 [bromoform] and 
CH2Br2 [dibromomethane]) transport around 5  ppt bromine to 
the stratosphere (see discussion in Chapter 1) out of the current 
total bromine loading of around 20 ppt. This bromine will have a 
proportionate effect on polar ozone loss that occurs via the BrO 
+ ClO catalytic cycles. Although there are few direct recent ob-
servations in the polar region, the contribution of VSLSs to polar 
bromine is expected to be similar to the mean contributions (sum 
of product gas and source gas injection) at lower latitudes (Wang 
et al., 2019; Barrera et al., 2020; Fiehn et al., 2018; Filus et al., 
2020; Adcock et al., 2021), for which there is no observational 
evidence of a long-term trend. In situ aircraft observations of total 
and speciated bromine from aircraft flights in the late summer 
and fall UTLS at northern middle and high latitudes confirmed 
estimates of the current mean bromine loading of 19.2 ± 1.2 ppt 
and also found evidence for a somewhat variable stratospheric 
input of short-lived bromine species such that there are regions 
of higher bromine of 20.9 ± 0.8  ppt (Rotermund et al., 2021). 
Understanding this variability is important for understanding ex-
tra-polar transport pathways, but the impact on polar ozone loss 
will depend largely on the mean abundance of bromine. As the 
levels of brominated ODSs decrease, natural bromine, including 
VSLSs, will make a relatively larger contribution to polar ozone 
loss.

Chlorinated VSLSs are mainly anthropogenic in origin (e.g., 
dichloromethane [CH2Cl2]) and currently contribute around 130 
(100 –160)  ppt (Table 1-6) to the current total chlorine loading 
of around 3500  ppt. The chlorine from VSLSs is thus expected 
to make a proportional contribution to polar ozone loss through 
the main ClO + ClO and ClO + BrO catalytic cycles. An increase 
in chlorinated VSLSs (Hossaini et al., 2019; Harrison et al., 2019; 
Claxton et al., 2020) is estimated to have slowed the decline of 
long-lived HCl in the upper stratosphere in the period 2004–
2017 by about 15% (Hossaini et al., 2019).

There is renewed interest but significant uncertainty in 
the possible role of iodine in stratospheric chemistry. Iodine is 
present in very small abundances and is largely natural in origin 

(Chapter 1). Previous estimates of the upper limits on the amount 
of iodine reaching the stratosphere have recently been revised 
upward, to up to 1  ppt (Koenig et al., 2020). CCM simulations 
show that stratospheric iodine abundances consistent with those 
from low-latitude observations (0.77  ppt; Koenig et al., 2020) 
could contribute 4% of the observed Antarctic springtime column 
ozone loss, equivalent to the loss induced by 3.1 pptv bromine 
(Cuevas et al., 2022). Further work is needed to assess the un-
certainties in iodine chemistry and elucidate the possible role that 
iodine trends may play in polar ozone trends.

4.3.4 Dynamical Impacts on Polar Ozone

4.3.4.1 Synthesis of the Role of Dynamics in the 
Last Four Arctic and Antarctic Springs

As discussed in Sections 4.2.3 and 4.2.4, the evolution of 
total column ozone (TCO) in the four Arctic and Antarctic springs 
since the last Assessment was characterized by large interannual 
variability. In the Northern Hemisphere, a series of three springs 
with weak ozone loss (2018, 2019, 2021) was interrupted in 
spring 2020, when record-low TCO was measured over the 
Arctic. In the Antarctic, ozone holes consistent in size and depth 
with what is expected from the slow decline in ODSs appeared in 
three of the four spring seasons (2018, 2020, 2021), while in the 
Southern Hemisphere spring of 2019, an unusually weak ozone 
hole developed. Also noteworthy was the record persistence of 
the 2020 and 2021 Antarctic ozone holes well into December. 
Although the weak Antarctic ozone loss in 2019, the strong 
Arctic ozone loss in 2020, and the duration of the 2020 and 2021 
Antarctic ozone holes were exceptional, they are in line with the 
current understanding of the chemical and dynamical factors that 
determine polar ozone loss.

As explained in more detail in previous Assessments (e.g., 
Dameris, Godin-Beekmann et al., 2014; Langematz, Tully et al., 
2018), polar ozone loss is controlled by both chemical and dy-
namical processes. In most Northern Hemisphere winters, tropo-
spheric planetary waves propagate upward into the stratosphere, 
where they weaken the stratospheric polar vortex and warm 
the Arctic stratosphere. These effects lead to reduced chemical 
ozone depletion and enhanced descent of ozone-rich air into 
the lower stratosphere by the Brewer-Dobson circulation (BDC) 
and thus to higher ozone abundances throughout winter and 
spring. During sudden stratospheric warmings (SSWs), for exam-
ple, Arctic TCO may increase rapidly by up to about 50 DU due 
to eddy transport linked to enhanced wave drag (de la Cámara, 
2018; Hong and Reichler, 2021). After SSW events, the eddy 
transport of ozone is reduced in the upper stratosphere, leading 
to a more rapid decay in ozone toward climatological values than 
in the lower stratosphere, where isentropic irreversible mixing 
delays the return to pre-SSW values (de la Cámara, 2018; Hong 
and Reichler, 2021). In contrast, in winters with weak planetary 
wave activity, as is common in the Southern Hemisphere, stable 
and large polar vortices enclosing cold air develop, providing 
conditions for efficient chemical ozone depletion. In combination 
with suppressed dynamical replenishment of ozone, strong and 
occasionally long-lasting ozone loss occurs, as was the case in the 
austral springs of 2020 and 2021.

Both the weak Antarctic ozone hole in 2019 and the strong 
Arctic ozone loss in March 2020 resulted from atypical dynam-
ical conditions in the respective winters. In September 2019, 
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chemical ozone depletion was halted by a strong minor SSW that 
weakened the polar vortex and warmed stratospheric air above 
PSC formation temperatures (see Section 4.2.3.2). In the Arctic 
winter 2019/20, the stratospheric polar vortex was the strongest 
and most persistently cold in over 40 years, leading to enhanced 
chemical ozone depletion and reduced dynamical replenishment 
of ozone (see Section 4.2.4.2). While anomalous, both cases are 
fully in line with the established linear relationship between the 
seasonal high-latitude TCO change between autumn and the fol-
lowing spring and the mid-latitude winter-mean eddy heat flux, 
used as a metric for dynamical activity (Weber et al., 2011; Figure 
4-13). These two winters are very close to the previous extreme 
cases in austral spring 2002 and boreal spring 2011 and bridge 
the two separated Northern and Southern Hemisphere value 
clusters.

4.3.4.2 Predictability of Arctic Spring Ozone
The dominant role of dynamical variability for Arctic spring 

ozone gives rise to the question of whether polar spring ozone 
is predictable based on meteorological forecast systems. The 
evolution of Arctic ozone in spring is strongly coupled to the evo-
lution of the stratospheric polar vortex throughout the previous 
winter (e.g., Weber et al., 2011). To predict the stratospheric state 
in winter, meteorological forecast systems need to capture both 
stratospheric extremes, i.e., strong polar vortex events, which 

may last for several weeks, sometimes enhanced by wave reflec-
tion, and SSWs, which evolve more rapidly and are driven by tro-
pospheric planetary wave forcing. Both states are additionally af-
fected by the phases of the 11-year solar cycle, the Quasi-Biennial 
Oscillation (QBO), and the El Niño-Southern Oscillation (ENSO). 
Forecasts from six seasonal prediction systems consistently pre-
dicted the extreme Northern Hemisphere stratospheric polar 
vortex in winter 2019/20, with the ensemble mean forecasts for 
January/February/March 2020 from two models exceeding any 
equivalent in their hindcast periods (Lee et al., 2020). This study 
showed that seasonal prediction systems are able to produce 
exceptional signals for a strong stratospheric polar vortex. The 
prediction skill of Arctic ozone in the three Arctic springs with 
strongest ozone loss (1997, 2011, 2020) was assessed by Rao and 
Garfinkel (2020, 2021). They found predictive skill for low March 
2011 Arctic ozone when initializing the seasonal forecast systems 
in early March and then applying empirical models using different 
forecasted metrics of the stratospheric polar vortex as predictors. 
The predictive skill from these empirical models, however, was 
lower than the ozone prediction from the chemical scheme of the 
forecast system that provided the meteorological input fields to 
the empirical models. March ozone loss in 2011 was more pre-
dictable than the 1997 and 2020 ozone losses, possibly due to 
more favorable meteorological background conditions (Rao and 
Garfinkel, 2020).
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Figure 4-13. Observed polar cap (>50° latitude) total column ozone (TCO) change between spring and the preceding autumn 
(%) as a function of the extratropical winter-mean eddy heat flux (September to March in the Northern Hemisphere [NH, dots] 
and March to September in the Southern Hemisphere [SH, triangles]) derived from GOME-SCIAMACHY-GOME-2 ozone (1995–
2021) and ECMWF ERA5 meteorological data (1995–2021) separately in each hemisphere. The four recent SH and NH winters 
are labeled in red. Years with extreme low and high TCO in either hemisphere are labeled in blue. Polar TCO distributions from 
GOME-2B for two selected recent years in the Antarctic (left pair) and Arctic (right pair) are shown at the top. [Updated from We-
ber et al., 2011, and Langematz, Tully et al., 2018.]
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4.3.4.3 Arctic Winter Variability Under Climate 
Change

As discussed in recent Assessments (e.g., Langematz, Tully 
et al., 2018, and references therein), year-to-year variability and 
trends in Arctic ozone in winter and spring are strongly influenced 
by dynamical processes. Upward propagating and dissipating 
planetary waves, often associated with SSWs, lead to weak-
er stratospheric polar vortices with higher temperatures, thus 
reducing the number of days cold enough for heterogeneous 
chemical ozone depletion. In addition, the BDC is enhanced in 
years with high planetary wave activity, which leads to a stronger 
poleward-downward transport and increased meridional mixing 
of ozone-rich air into the Arctic stratosphere. Simulations with 
climate and chemistry-climate models consistently project an in-
crease of the BDC in a future climate with enhanced greenhouse 
gas (GHG) abundances (Karpechko, Maycock et al., 2018; see 
also Section 5.2.4). Hence, more ozone would be transported 
to Northern Hemisphere high latitudes in winter and spring, and 
Arctic ozone recovery would be accelerated. On the other hand, 
no robust evidence of future changes in major SSWs was found in 
a multi-model assessment of CCMI projections of the 21st century 
(Ayarzagüena et al., 2018). An analysis of CMIP6 climate model 
projections for quadrupled carbon dioxide (CO2) concentrations 
revealed that the SSW frequency is sensitive to an increase in CO2 
forcing; however, there was no consensus among the models on 
the sign of these changes in SSW frequency (Ayarzagüena et al., 
2020).

Changes in SSW occurrence in a future climate—in either 
direction—will likely be driven by changes in the dynamical 
forcing from tropospheric planetary waves in combination with 
a changed stratospheric background climatology. For example, 
Langematz, Tully et al. (2018) discussed in detail the impact of the 
dynamical forcing of the polar stratosphere by sea surface tem-
perature anomalies (SSTAs) in the tropical Pacific Ocean during 
ENSO. Likewise, SSTAs over the North Pacific were suggested 
to have significant effects on the stratospheric Arctic vortex via 
dynamical processes (e.g., Hurwitz et al., 2012; Hu et al., 2018; 
Li et al., 2018). A link between North Pacific SSTAs and ozone 
was suggested by Hu et al. (2022), who show that about 30% 
of the observed negative ozone trend in the Arctic lower strato-
sphere in March, derived from MERRA-2 reanalyses for the period 
1998–2018, can be explained by North Pacific SSTAs in February, 
associated with the second leading mode (PC2), the so-called 
Victoria mode, of North Pacific SST variability (Bond et al., 2003). 
Arctic ozone concentrations decrease with the warm phases of 
Victoria mode–related North Pacific SSTAs and increase with its 
cold phases. The decrease in Arctic lower-stratospheric ozone 
during 1998–2018 is consistent with an increase in the PC2 of the 
North Pacific SSTAs. The Victoria mode–related SSTAs tend to 
weaken the Aleutian low, thus impeding the upward propagation 
of wavenumber-1 waves into the subpolar lower stratosphere. 
As a result, the BDC is weakened and less ozone is transported 
from the ozone-rich middle stratosphere to the ozone-poor lower 
stratosphere. The derived Arctic lower-stratospheric ozone de-
crease in 1998–2018 was thus to a large degree the result of nat-
ural decadal SST variability rather than evidence for continuous 
chemical ozone depletion by ODSs.

In recent years, a further potential source of dynamical forc-
ing of the stratosphere has attracted increasing attention. This 
forcing is driven by the observed seasonal decline in Arctic sea 

ice concentration over the last decades, particularly in the Barents 
and Kara (BK) Seas. A stratospheric pathway has been proposed 
that links Arctic sea ice decline and mid-latitude weather anoma-
lies. The hypothesis is that decreased sea ice cover during early 
winter, especially over the BK Seas, enhances the upward prop-
agation of planetary waves with wavenumbers 1 and 2, subse-
quently weakening the stratospheric polar vortex in mid-winter 
(Kim et al., 2014; Nakamura et al., 2016). So far, no consensus has 
been reached on the influence of the Arctic sea ice decline and 
the associated Arctic warming (Arctic amplification) on European 
mid-latitude winter weather (see Cohen et al., 2020, for a review). 
However, modeling studies with regional sea ice melt confined to 
the BK Seas and a well-resolved stratosphere do simulate a weak-
ened stratospheric polar vortex and a cooling of the mid-latitudes 
in winter, consistent with the observations (Screen, 2017; Zhang 
et al., 2018; Mori et al., 2019; Hoshi et al., 2019). In an analysis of 
CMIP5 simulations forced with the high RCP8.5 GHG emissions 
scenario, Kretschmer et al. (2020) found a nonlinear response of 
the stratospheric polar vortex to a future global mean warming 
that includes a weakening of the vortex caused by sea ice loss in 
the BK Seas and an opposite vortex response once the BK Seas 
are ice free. The identified polar vortex weakening is accompa-
nied by an increase of the eddy heat flux at 100 hPa, indicating 
enhanced dynamical forcing from the troposphere. The results 
of Kretschmer et al. (2020) are consistent with those of Manzini 
et al. (2018), who analyzed the stratospheric winter response in 
two consecutive global warming periods of 2 K each in a large en-
semble of experiments from a single climate model. They found 
a shift from an easterly wind change (i.e., a vortex weakening) in 
the first warming period to a westerly wind change (i.e., a vortex 
strengthening) in the second warming period and concluded that 
Arctic sea ice changes can act to trigger a nonlinear atmospheric 
response. Studies thus suggest an increase in stratospheric dy-
namical activity in the Northern Hemisphere late winter through-
out the remainder of the 21st century, i.e., the period of Arctic sea 
ice decline. However, the role of the stratospheric pathway for the 
Arctic/mid-latitude linkage, and in particular the dynamical forc-
ing of the Northern Hemisphere winter stratosphere by Arctic sea 
ice loss, remains an open question (Kretschmer et al., 2020) and 
is intensely debated.

A recent analysis of simulations from CMIP5 and CMIP6 
models highlights that in an extreme GHG scenario, the potential 
for the formation of PSCs in individual cold winters that experi-
ence little or no dynamical forcing from the troposphere will rise 
toward the end of the 21st century, providing favorable conditions 
for episodic large seasonal loss of Arctic TCO (von der Gathen et 
al., 2021; see discussion in Section 4.5.3.3). Similar episodes with 
future high PSC formation potential are found in models with in-
teractive ozone chemistry. However, in these models, the impact 
of increasing dynamical forcing becomes the dominant factor for 
Arctic ozone in the second half of the 21st century (Langematz et 
al., 2014; Bednarz et al., 2016). This is consistent with projections 
from CCMI models (Dhomse et al., 2018) and four CMIP6 models 
with interactive ozone (Keeble et al., 2021; see Section 4.5.3.4 
and Figure 4-24) of an accelerated Arctic ozone recovery and a 
super-recovery (higher TCO than in 1980) by the end of the 21st 

century for the more severe GHG scenarios.

In general, the quantification of Arctic polar ozone is com-
plicated by uncertainties in the applied methods and models. 
These uncertainties include limitations in the ability of models to 



Chapter 4

244

reproduce observed polar temperatures, as well as the fact that 
most CMIP6 models lack the chemical modules necessary to 
properly account for ozone feedbacks.

4.3.5 Other Factors Affecting Polar Ozone

4.3.5.1 Solar Variability
Langematz, Tully et al. (2018) reported in detail on the impact 

of energetic particle precipitation (EPP) on polar ozone and on the 
progress in deriving EPP effects on atmospheric composition and 
ozone from satellite data and chemistry-climate models (CCMs). 
Since then, a number of studies have contributed to better quan-
tification and understanding of the solar forcing amplitude in both 
solar electromagnetic radiation and EPP.

Motivated by the construction of new solar input datasets 
for the CMIP6 model intercomparison study, Kunze et al. (2020) 
compared the implications of the prescribed spectral and total 
solar irradiance (SSI/TSI) dataset for the simulated 11-year solar 
ozone response in simulations with two CCMs. Both sets of CCM 
simulations used five different solar forcing datasets, including 
the most recent CMIP6 dataset (Matthes et al., 2017). They found 
that at polar latitudes, the magnitude of the solar TCO signal is 
only marginally affected by the solar irradiance dataset used 
(Kunze et al., 2020).

Polar ozone can be destroyed by EPP either through sporad-
ic large fluxes of solar protons (solar proton events [SPEs]) after 
solar coronal mass ejections (CMEs) or by the continuous impact 
of the solar wind on Earth’s magnetosphere, leading to energetic 
electron precipitation (EEP) associated with geomagnetic storms. 
Both types of EPP induce enhanced ionization levels in the middle 
and upper polar atmosphere, leading to the production of NOx. 
The NOx is long lived during winter and destroys ozone either lo-
cally in the upper stratosphere and mesosphere (EPP direct effect) 
or in the lower stratosphere after being transported downward by 
the BDC in the winter polar vortex (EPP indirect effect; see, e.g., 
the reviews of Sinnhuber et al., 2012, and Mironova et al., 2015).

EPP is closely linked to the phase of the 11-year solar cycle 
and is thus characterized by quasi-regular oscillations with spo-
radic enhancements after SPEs. It mainly affects polar ozone in the 
upper stratosphere and mesosphere. Nevertheless, EPP effects 
on polar ozone are non-negligible. Sinnhuber et al. (2018) find an 
average EPP-induced decrease in Antarctic TCO of about 4% in 
each winter/spring. The timing of the strongest ozone response 
to SPEs in the winter/spring season coincides with the maximum 
signal of upper-stratospheric polar ozone recovery from ODSs, 
with trends maximizing in the autumn/winter seasons in both 
hemispheres (Stone et al., 2018). Thus, accounting for SPEs is 
important for the detection of ozone recovery in the upper strato-
sphere. Moreover, EPP has the potential to affect lower-strato-
spheric polar ozone by interfering with catalytic ozone depletion 
in Antarctic spring, as originally suggested by Jackman et al. 
(2000) and Funke et al. (2014). Observational evidence from dif-
ferent satellite datasets suggests that Antarctic springtime ozone 
increases in the lower stratosphere are associated with high-
er-than-average EPP during the preceding winter (Gordon et al., 
2020, 2021). Due to the EPP indirect effect, NOx is transported 
from the upper mesosphere into the lower stratosphere, where 
it remains at least until late spring (Gordon et al., 2020). Through 
reaction with chlorine monoxide (ClO), chlorine nitrate (ClONO2) 
is formed, preventing some of the NOx- and Clx-driven catalytic 

ozone destruction. This buffering mechanism will be less effective 
when the atmospheric chlorine loading decreases in the future.

Toward the second half of the 21st century, polar EPP-NOx is 
expected to increase in the stratosphere due to circulation chang-
es associated with rising GHG concentrations. The projected in-
crease in downward transport from the mesosphere in a stronger 
BDC leads to an enhanced EPP indirect effect. With declining 
ODSs, NOx catalytic ozone destruction, and thus the contribution 
of EPP-NOx, will become more prominent (Maliniemi et al., 2020; 
see also Section 4.5.3.4).

To investigate the impacts of EPP on polar ozone, models 
including either high-top ionization/chemistry schemes or em-
ploying parameterizations of EPP effects are applied. Simulations 
with CCMs forced with EPP-induced NOy anomalies from satellite 
data or including simple parameterizations of NOx and HOx pro-
duction by SPEs qualitatively reproduce the observed decrease 
of polar ozone following SPEs in the upper stratosphere (see also 
Langematz, Tully et al., 2018). However, recent studies suggest 
that the impact of both SPEs and EEP might be underestimated in 
current models. Kalakoski et al. (2020) show that the polar ozone 
response to SPEs in the upper stratosphere is enhanced when 
detailed ion chemistry reactions in the lower ionosphere are in-
cluded, as they lead to increased conversion of HCl to reactive 
Clx species. New observational evidence has also emerged that 
the current CMIP6 parameterizations of EEP from Earth’s radiation 
belt (van de Kamp et al., 2016) underestimate the effects of EEP 
on polar ozone. Nesse Tyssøy et al. (2019) found that the CMIP6 
model fails to reproduce the electron flux level and variability as-
sociated with the strongest CMEs as well as the duration of EEP 
events during solar maximum. As a result, the modeled NOx en-
hancements by EEP in the mesosphere and upper stratosphere 
are too low, and the associated ozone loss is too weak (Nesse 
Tyssøy et al., 2019). This result is consistent with CCM simulations 
that showed better agreement with observations of the descent 
of NOx when—in contrast to the CMIP6 parameterization—im-
proved electron flux information was used (Pettit et al., 2019). 
Similar conclusions were also drawn based on calculated ioniza-
tion rates from balloon observations of 500 EEP events (Mironova 
et al., 2019). The authors found differences from the CMIP6 rec-
ommended ionization rates that lead to an underestimation of 
the NOx enhancement by more than 100% and of the associated 
ozone loss by up to 25% in the mesosphere. However, with an 
average EPP-induced decrease in Antarctic TCO of about 4% in 
each winter/spring (Sinnhuber et al., 2018), the effect of such an 
underestimation of mesospheric ozone loss by EPP on TCO is like-
ly to be small.

The above findings are supported by Duderstadt et al. 
(2021), who estimated electron precipitation by scaling obser-
vations from the Van Allen Probes instruments, which measure 
trapped electrons directly in the radiation belts, to observations 
from the FIREBIRD  II CubeSats, which measure precipitating 
electrons from polar low-Earth orbit. The derived flux ratios from 
35 conjunctions of the satellites between 2015 and 2017 were 
statistically analyzed in terms of 50th, 75th, and 100th percentiles, 
indicating the NOx and ozone changes from the median (50% 
percentile) to the highest (100% percentile) values of the distri-
bution. Figure 4-14 shows the modeled enhancement of NOx 
and reduction of O3 averaged over the stratospheric polar vortex 
during the weeks following the March 2013 electron precipi-
tation event. Enhancements of NOx descending into the upper 



Chapter 4

245

stratosphere (40 –50  km) reach 20 –30% for the 50th percentile 
flux ratios and 80 –90% for the 100th percentile case, and the en-
hancements persist through April. In situ reductions of ozone at 
40 –50 km altitude are only 1% for the 50th percentile case but up 
to 40% for the 100th percentile case (Duderstadt et al., 2021).

4.3.5.2 Volcanic Eruptions
In Langematz, Tully et al. (2018), the impact of large volcanic 

eruptions, which increase the amount of sulfate aerosols in the 
stratosphere, was highlighted. Observations from ozonesondes 
and Aura MLS, as well as CCM simulations, suggested that the 
eruption of the Chilean volcano Calbuco contributed to the re-
cord-large Antarctic ozone hole in spring 2015.

Comparisons of coupled chemistry-climate-aerosol model 
simulations with satellite and balloon observations (Stone et al., 
2017; Zhu et al., 2018) show that volcanic sulfate aerosols from 
the Calbuco eruption were transported from mid-latitudes to-
ward the Antarctic and slowly descended during transport. The 

modeled aerosol number density indicates that Calbuco sulfate 
aerosols penetrated into the Antarctic polar vortex starting in 
May and led to ozone depletion in September 2015, particularly 
at around 100 hPa and 70°S, up to 35% higher than if there had 
been no eruption. The simulated aerosol surface area density, ear-
lier ozone loss, and larger area of the ozone hole are consistent 
with the presence of volcanic sulfate layers observed at 16 km, as 
well as with previous model studies (e.g., Solomon et al., 2016).

As discussed in the previous Assessment (Langematz, 
Tully et al., 2018), the injection of halogens from large volcanic 
eruptions into the stratosphere is expected to become more 
relevant in a future atmosphere with declining anthropogenic 
halogens. Simulations with 2-D CTMs have suggested substan-
tial ozone reductions in the polar regions from the injection of 
volcanic halogens, and they also highlighted the increasing role 
of short-lived brominated substances in determining whether 
future volcanic eruptions will cause ozone depletion (Klobas et 
al., 2017). Combining for the first time a complex 3-D CCM with 

Northern Hemisphere vortex-averaged NOx enhancements (%) 
compared to simulations without radiation belt electrons

(a)

(b) Northern Hemisphere vortex-averaged O3 reduction (%) 
compared to simulations without radiation belt electrons
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Figure 4-14. WACCM simulations for 
the March 2013 electron precipitation 
event showing longer-term (a) en-
hancements of NOx and (b) reductions 
of O3 averaged over the Northern 
Hemisphere polar vortex from radia-
tion belt electrons. Gray bars along the 
x-axis represent times when medium 
energy electron ionization is included 
in the simulations. Percentiles refer to 
the flux ratios of the two instruments. 
[From Duderstadt et al., 2021.]
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a measurement-based dataset of sulfur, chlorine, and bromine 
releases from tropical volcanic eruptions, Brenna et al. (2019) 
investigated the effects of halogen emissions by large, explosive 
volcanic eruptions under preindustrial atmospheric conditions. A 
volatile mass representative of large sulfur- and halogen-rich erup-
tions was deduced from an average of 28 eruptions of variable 
composition along the Central American Volcanic Arc (CAVA) 
over a time interval of 200  ka. Assuming an injection of 10% of 
the erupted halogen mass into the stratosphere, their simulations 
reveal a decade-long depletion of the ozone layer by about 20% 
globally. In the Arctic, a maximum TCO decline of more than 
200  DU (45%) takes place in the first spring after the eruption, 
followed by ozone decreases of more than 120 DU (20%) in the 
post-eruption years 2 and 3. In the Antarctic, ozone depletions 
comparable to present-day ozone holes occur in springs 3–6 
after the eruption, with minimum TCO below 100 DU and maxi-
mum ozone hole area extent in October of year 4. These results 
are, however, sensitive to the halogen injection efficiency, with a 
reduced ozone response for a halogen injection efficiency smaller 
than 10%.

4.3.5.3 Wildfire Emissions
Severe bushfires in southeastern Australia in late December 

2019 and early January 2020 (the Australian New Year’s event 
[ANY]) injected large amounts of smoke and tropospheric air 
into the Southern Hemisphere stratosphere (Kablick et al., 2020; 
Khaykin et al., 2020; Allen et al., 2020; Schwartz et al., 2020). 
Satellite observations show that heterogeneous chlorine activa-
tion occurred on the smoke particles at Southern Hemisphere 
mid-latitudes, leading to strong and persistent depletion in strato-
spheric HCl and enhancement of ClO that peaked in mid-2020 
(Santee et al., 2022; Bernath et al., 2022). However, although 
such strong and sustained mid-latitude chlorine activation was 
unprecedented, it was still an order of magnitude or more weak-
er than that in a typical winter polar vortex (Santee et al., 2022). 
Southern Hemisphere mid-latitude ozone was anomalously low 
during that period, but there is currently no consensus about the 
relative roles of transport and chemistry in inducing the mid-lat-
itude ozone anomaly (see related discussion in Section 3.2.1.3) 
or the potential contribution of ANY to polar ozone depletion in 
2020. Some studies suggest non-negligible chemical depletion 
of polar ozone caused by the ANY smoke, with the contribution 
to ozone loss comparable to that of the sulfate aerosols from the 
Calbuco eruption in 2015 (Yu et al., 2021; Rieger et al., 2021). 
One model simulation yielded 10 –20 DU of additional ozone loss 
due to heterogeneous reactions on sulfuric acid–coated smoke 
particles between August and September, resulting in a 12% in-
crease in the ozone hole area compared to a control simulation 
with no smoke (Yu et al., 2021). However, an analysis of the ANY 
plumes using satellite observations and meteorological fields 
from a reanalysis that succeeded in tracking several of the largest 
plumes found no evidence that any of them penetrated or altered 
the chemistry of the then-developing Antarctic vortex (Schwartz 
et al., 2020). Thus, the impact of the ANY smoke on Antarctic 
ozone remains highly uncertain.

4.3.5.4 Supersonic and Hypersonic Aircraft 
Emissions

Different organizations and companies are once again recon-
sidering the development of a supersonic transport (SST) aircraft 

fleet designed for the commercial and business jet airline mar-
kets. SST aircraft would fly at supersonic speeds (Mach 2–2.5) at 
cruise altitudes between 13 and 23 km in the lower stratosphere. 
In parallel, new technologies are being explored with the aim of 
developing a hypersonic transport (HST) aircraft fleet flying at a 
speed of Mach 5–8 and cruise altitudes between 30 and 40 km 
(Yanes, 2020). Both types of aircraft will potentially release sub-
stantial amounts of water vapor (H2O) and nitrogen oxides (NOx) 
into the stratosphere, with concomitant strong effects on strato-
spheric ozone. Updated estimates of the expected ozone change 
were recently presented for a range of H2O and NOx emissions 
scenarios based on WACCM simulations.

Zhang et al. (2021) investigated the potential effects on 
stratospheric ozone of a hypothetical fleet of 500 or 1000 High 
Speed Civil Transport (HSCT) aircraft, based on projections made 
in NASA’s 1999 Atmospheric Effects of Aviation Project (AEAP) 
Report (Kawa et al., 1999). The HSCT aircraft had been designed 
for long-range flights at Mach 2.4. Different levels of NOx emis-
sions with either constant or zero H2O emissions from the AEAP 
report were prescribed, with atmospheric background conditions 
of the year 2015 assumed. Due to interactions between different 
ozone loss cycles, ozone responses of different signs were found 
in different regions of the atmosphere. For the basic NOx scenar-
io, the model simulates maximum ozone production of +1.4% in 
the UTLS at 11 km and ozone reduction above that level, reaching 
a maximum of −1.2% at 22 km at high latitudes in June. The same 
ozone change pattern appears for all scenarios with enhanced 
NOx. Ozone depletion maximizes in the Northern Hemisphere, 
where most of the flights take place, at cruise altitudes (between 
21 and 25 km), with peak ozone loss at high latitudes. TCO loss 
is found over most of the globe for the entire year, but maximum 
TCO loss occurs in the polar regions in springtime (–0.4% in 
March in the Northern Hemisphere and –1.2% in October in the 
Southern Hemisphere). While H2O emissions generally have a 
much smaller effect on ozone depletion than NOx emissions, they 
become more important in the Southern Hemisphere polar win-
ter because they increase the surface area density of ice and thus 
promote heterogeneous ozone depletion.

In addition to the ongoing development of SSTs, the con-
cept of a civil HST fleet is under consideration for future inter-
continental travel. Estimates of the emissions of hypersonic 
aircraft are much more uncertain than those for SSTs, due to the 
present-day lack of concrete information on the type of engines 
to be used, the combustion systems and their emissions, and the 
size of the future fleet and flight conditions, such as the optimal 
flight altitudes. To assess the impact on the stratospheric ozone 
layer of such a hypothetical future HST aircraft fleet, Kinnison et 
al. (2020) conducted sensitivity studies, using estimated H2O and 
NOx concentrations emitted by aircraft flying at either 30 or 40 km 
altitude. The emissions and flight routes used to establish these 
concentrations were identical to the 1999 AEAP scenario, also 
adopted by Zhang et al. (2021). In summary, the study shows that 
NOx emissions of an HST fleet of the assumed size would have the 
potential to substantially reduce the atmospheric ozone column. 
At high northern latitudes, the reduction in the ozone column 
is of the order of 8–10% (25 DU) for a 30 km injection, near the 
ozone maximum, and close to 5–8% (20 DU) for a 40 km injection 
(Figure 4-15). The emissions prescribed in the simulations of the 
HSCT (Zhang et al., 2021) and HST (Kinnison et al., 2020) aircraft 
fleets are the same. However, as they are emitted at different 
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Figure 4-15. Percent change in the atmospheric concentration of ozone for an injection of H2O (left panels), NOx (middle panels), 
and combined NOx + H2O (right panels) by a fleet of HST operating at 30 km (upper panels) and 40 km (lower panels). The black 
dashed lines denote the tropopause. [From Kinnison et al., 2020.]

heights in the stratosphere, their impact on ozone is larger for the 
HST fleet. Most of the ozone reduction is due to the release in the 
atmosphere of NOx, while H2O emissions primarily reduce ozone 
in the upper atmosphere (Figure 4-15) and, therefore, have a 
minor effect on the TCO response. The ozone depletion is largest 
in the Northern Hemisphere polar region (Figure 4-15) and most 
pronounced in spring and fall. The maximum reduction at high 
latitudes in the Southern Hemisphere is of the order of 2%.

In contrast, the NOx emitted by a hypothetical scenario of 
hydrogen-fueled hypersonic airplanes has been estimated to 
have a negligible effect on global stratospheric ozone, but with 
enhanced impact over the poles (Ingenito, 2018).

While Zhang et al. (2021) and Kinnison et al. (2020) should 
be regarded as sensitivity studies using a specified dynamics 
setup for the simulations and estimated aircraft emissions, they 
both show an enhanced risk of a reduction in the stratospheric 
ozone layer by potential future fleets of SST or HST aircraft, consis-
tent with previous assessments (e.g., Dameris et al., 1998; Kawa 
et al., 1999).

4.3.5.5 Rocket Emissions
With improving availability of commercial space launches 

and a growing interest in human settlements in space, the impact 
of rocket emissions on stratospheric polar ozone is expected to 
increase substantially in the coming decades. The composition 

of the rocket emissions products and their potential to deplete 
ozone strongly depend on the type of propellant used (solid, liq-
uid, or hydrogen). A review of the ongoing research is presented 
in Section 7.2.8.1.

4.4 RECOVERY OF POLAR OZONE

4.4.1 Polar Ozone Recovery in Previous 
Assessments

The 2006 Ozone Assessment (Bodeker, Waugh et al., 2007) 
defined three stages of stratospheric ozone recovery: 1) a statisti-
cally significant slowing of the rate of ozone decline, 2) the onset 
of ozone increases above the previous minimum values (so-called 
turnaround) due to declining equivalent effective stratospheric 
chlorine (EESC), and 3) full recovery, which, in the absence of 
factors that alter the sensitivity of ozone to ozone-depleting sub-
stances (ODSs; e.g., volcanic eruptions), is likely to occur when 
EESC returns to 1980 levels. It should be noted, however, that 
even 1980 EESC levels are well above natural ODS abundances.

The 2014 Ozone Assessment (Dameris, Godin-Beekmann et 
al., 2014) noted that although Antarctic total column ozone (TCO) 
appeared to have begun increasing since reaching a minimum 
at the turn of the 21st century, and that the rate of that increase 
appeared to be consistent with the decline in ODSs, uncertainties 
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in measurements and statistical analyses precluded definitive 
attribution of the increasing Antarctic stratospheric ozone to de-
creasing ODSs. The most recent Assessment (Langematz, Tully et 
al., 2018) concluded that evidence had emerged after the 2014 
Assessment that the second stage of ozone recovery had started. 
Trends in ozone over Antarctica during the month of September 
since the year 2000 were shown to be statistically significant, 
with an increase in observed total ozone and a decrease in ozone 
hole size and depth. Furthermore, these changes could be 
attributed at least partly to decreasing ODSs, particularly to de-
clining stratospheric chlorine. For Arctic springtime stratospheric 
ozone, in contrast, recovery trends had not yet been reported. 
This is not unexpected, as Arctic springtime stratospheric ozone 
is dominated by large year-to-year dynamically induced variabili-
ty of the polar vortex. The third stage of recovery, with springtime 
polar TCO returning to 1980 historical levels (see Section 4.5), is 
not expected until around mid-century.

The 2018 Assessment (Langematz, Tully et al., 2018) also 
reported that many studies since the 2014 Assessment had 
explored recovery detection. They noted that because of dif-
ferences in datasets used, time periods over which trends were 
calculated, and analysis methods, direct comparison between 
published results was difficult and not very meaningful. However, 
all reported studies found clear signs of recovery despite these 
differing approaches, and this was considered to be a sign of the 
robustness of the finding of detectable ozone recovery. Updating 
trend values from those particular studies in this Assessment by 
extending the length of their analysis periods—even if practica-
ble—would not resolve the complexities of their intercompar-
ison. Hence, we focus on new publications since the previous 
Assessment, as well as recent Antarctic ozone holes and whether 
they have challenged the 2018 Assessment findings.

4.4.2 Long-Term Antarctic Ozone Trend and 
Onset of Antarctic Ozone Recovery

4.4.2.1 New Research into Antarctic Ozone 
Recovery

Since the last Assessment (Langematz, Tully et al., 2018), sev-
eral studies have been published on trend detection in Antarctic 
stratospheric ozone and attribution of trends to ODSs.

One metric that has been explored is the frequency of oc-
currence of (extremely) low ozone concentrations and episodes 
of near-complete Antarctic stratospheric ozone destruction at 
selected altitudes due to ozone loss saturation. Ozone loss sat-
uration refers to the concept that once near-complete ozone 
loss occurs, adding more ODSs will not result in more ozone 
depletion. As a consequence, with currently decreasing ODSs, 
expectations are that at some point in the future ozone loss sat-
uration will no longer occur. Thus, the occurrence of loss satu-
ration and/or extremely low ozone concentrations provides an 
alternative metric for monitoring ozone layer recovery. Although 
Antarctic ozone loss saturation is predicted to occur until at least 
mid-century, its frequency is expected to decline. Detection of 
such a decline would be an important milestone in stratospheric 
ozone layer recovery. A wide range of ozone data for the period 
1979–2017, including profile measurements from balloon sound-
ings and satellites, as well as TCO observations from Antarctic 
ground-based stations and satellites, show that extremely small 
ozone concentrations and ozone loss saturation started to occur 

after 1987 and peaked near the year 2000, after which a marked 
decrease was observed (Kuttippurath et al., 2018). The reduction 
in the frequency of occurrence of ozone loss saturation over the 
period 2001–2017 is consistent throughout the datasets.

Langematz, Tully et al. (2018) reported the first detection of 
post-year-2000 statistically significant trends in Antarctic strato-
spheric ozone based on different methods specifically for the 
month of September (Solomon et al., 2016; de Laat et al., 2017; 
Pazmiño et al., 2018; Weber et al., 2018). Building on those find-
ings, Strahan et al. (2019) analyzed chemical transport model 
(CTM) simulations of past, present, and future Antarctic strato-
spheric ozone to identify which commonly used Antarctic ozone 
hole metrics best track declining ODS levels. The largest sensi-
tivity of vortex-average column ozone was found for the period 
1–20 September. Stronger dynamical variability during Antarctic 
spring increasingly obscures the ODS signal in post-Septem-
ber long-term ozone trends. In addition, the ozone mass defi-
cit (OMD) best tracks trends in ODSs. The OMD relative to the 
250 DU level was found to be a slightly better metric compared 
to the commonly used OMD relative to the 220  DU level. The 
former better samples the vortex edge region, which is where 
model simulations show that the largest decreases in ozone loss 
occur. In addition, approximately 25% of the increase in Antarctic 
springtime ozone levels can be attributed to seasonal pre-ozone 
hole Antarctic stratospheric ozone conditions (e.g., in the month 
of June).

Changes in the strength of the Brewer-Dobson circulation 
(BDC) have also been analyzed recently for their links to polar 
ozone trends (Fu et al., 2019). Satellite observations of strato-
spheric temperatures and meteorological reanalysis data show 
that the global annual mean BDC accelerated over the period 
1980 –1999 compared to 2000 –2018. These decadal differences 
are attributed almost exclusively to the Southern Hemisphere BDC 
cell and stratospheric ozone depletion and healing in the ozone 
hole (see also Polvani et al., 2017). They are accompanied by a 
trend in post-year-2000 Antarctic stratospheric radiative warming 
during the month of September. An analysis of regional patterns of 
past Antarctic stratospheric warming in September and October 
similarly attributed at least part of an observed 2007–2017 warm-
ing to ozone recovery (Xia et al., 2020). Prior warming trends, be-
tween 1979 and 2006, in the Southern Hemisphere high-latitude 
stratosphere were mainly attributed to changes in the BDC and 
phase shifts of the stratospheric stationary waves.

Linear trends in a number of standard Antarctic ozone hole 
metrics for the period 1979–2017 have also been analyzed (Tully 
et al., 2019). These metrics include the minimum in 15-day av-
erage total ozone, maximum in 15-day average 220  DU ozone 
hole area, minimum in 15-day average OMD, and the duration of 
the ozone hole. Trends for the periods before and after the year 
2000 are calculated for both unadjusted raw data and data that 
have been adjusted to account for the impact of stratospheric 
dynamics. The analysis uses TOMS, OMI, and OMPS TCO data, 
as well as temperature data from MERRA-2 for the adjustment. 
Trends towards reduced ozone depletion since 2001 are found 
to be statistically insignificant in the unadjusted data; statistically 
significant trends of a similar magnitude are found in the adjusted 
data (Tully et al., 2019).

Significant trends in September-average Antarctic ozone 
hole area (defined by the 220  DU contour) were found if only 
years characterized by similarly cold meteorological conditions 
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were considered (Kramarova et al., 2021). Using years identi-
fied (based on MERRA-2) as having 50 hPa September 60 –90°S 
mean temperature at least one standard deviation below the 
1980 –2020 mean (33rd percentile), a significant downward trend 
in post-year-2000 September-average ozone hole area was cal-
culated, in good agreement with expectations based on trends 
in ODSs.

Bodeker and Kremser (2021) reported a trend reversal 
in Antarctic ozone hole metrics around the turn of the century 
using the National Institute of Water and Atmospheric Research/
Bodeker Scientific (NIWA-BS) TCO database covering the 
period 1979–2019. The trend reversal was attributed to the 
turn-of-the-century peak in stratospheric chlorine and bromine 

concentrations. Note that a robust attribution analysis of the driv-
ers of long-term variability in Antarctic ozone hole metrics has not 
been conducted using the NIWA-BS record.

A recent study explored changes in the onset of early spring 
ozone depletion by comparing an ensemble of chemistry-climate 
model multi-member simulations for 1980 –2024 with observed 
September Antarctic ozone hole area through 2021 (Stone et 
al., 2021). Agreement between the model simulations and ob-
servations was generally good. Significantly later start dates for 
the onset of rapid ozone depletion were found after the year 
2000. In addition, a substantial reduction over the past decade 
was found in both measured and modeled ozone hole depth 
during September but not October. The significant September 
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Figure 4-16. Total ozone time series for (a) the Arc-
tic (60–90°N) in the month of March and (b, c) the 
Antarctic (60–90°S) in the months of September and 
October, derived from five long-term observation-
al datasets: WOUDC (based on the GAW network of 
ground-based Dobson and Brewer instruments; or-
ange line), SBUV 8.7 processed by NASA (blue line), 
SBUV 8.6 processed by NOAA (cyan line), GOME-SCI-
AMACHY-GOME-2 (GSG; dark green line), and GOME-
type Total Ozone (GTO; light green line). The dashed 
orange lines show the 1964–1980 mean ozone levels 
from the WOUDC data. In each panel, the median of 
the datasets has been used to show the results of apply-
ing a multiple linear regression (MLR) with independent 
linear trends analysis (thick gray line). Regressor terms 
include the solar cycle, QBO, ENSO, volcanic aerosol, 
and the strength of the Brewer-Dobson circulation. The 
black solid lines indicate the linear trends before and 
after the year 2000, the ODS peak in the polar regions. 
The black dotted lines indicate the 2σ uncertainty of the 
MLR trend estimates. Trend numbers are indicated for 
the pre- and post-ODS peak period in the top part of the 
plots. Numbers in parentheses are the 2σ trend uncer-
tainty. [Adapted from Weber et al., 2022, updated from 
Langematz, Tully et al., 2018.]
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Figure 4-17. Antarctic 220 DU ozone mass deficit (in megatons) averages for 1–14 September (left column) and 1–14 October 
(right column) for different daily total column ozone reanalysis datasets. Dark grey bars indicate unavailable or unreliable years in 
the datasets. For MERRA-2, unreliable years (September 1993, 1994, 2000; October 2000) are related to orbital drifts in various 
SBUV-carrying satellites (Davis et al., 2017; Wargan et al., 2017). Linear trends are based on a standard ordinary linear regression. 
MERRA-2: Gelaro et al. (2017); MSR-2: van der A et al. (2015); ECMWF/ERA5: Hersbach et al. (2020); ECMWF/CAMS: Inness et 
al. (2019); BODEKER v3.51: Bodeker et al. (2021). MSR-2 and BODEKER datasets accessed December 2021; all other datasets 
accessed December 2020.

results were derived even without accounting for dynamical vari-
ability via, for example, a multivariate regression. For the years 
2015, 2018, 2020, and 2021, dynamical processes were found 
to be the main cause of large (late) spring Antarctic ozone holes, 
possibly exacerbated by volcanic eruptions (2015) and bushfire 
smoke (2020). The differences in results between September 
and October point to chemical processes dominating the early 
part of the ozone hole season from August through September, 

while dynamical processes play a leading role in determining 
ozone hole size and depth from October through December. 
As a consequence, it is more complicated to derive recovery in-
formation from October–December data than from September 
data. The later start date for the onset of rapid ozone depletion is 
considered a robust sign of ozone recovery post-2000, despite 
the occurrence of large Antarctic ozone holes later during austral 
spring.
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4.4.2.2 Recent Antarctic Winters in the Context 
of Stratospheric Ozone Recovery

As noted in Section 4.2.3, since the last Assessment three 
remarkable Antarctic springtime stratospheric ozone seasons 
have been observed. The evolution of the Antarctic ozone hole 
in these three years—2019, 2020, and 2021—was discussed in 
detail in Sections 4.2.3.2 and 4.2.3.3. In short, in 2019, strong 
wave driving resulted in enhanced early springtime stratospheric 
warming and a strong September minor sudden warming. Hence, 
springtime Antarctic ozone depletion was substantially reduced 
in 2019. In contrast, a lack of strong tropospheric wave driving 
in 2020 and 2021—especially from October onwards—resulted 
in an anomalously cold Antarctic stratosphere in both years. In 
2020, the time period with temperatures below the chlorine ac-
tivation threshold was prolonged by approximately one month, 
with chlorine remaining activated through October; depletion 
also persisted for several weeks longer than typical in 2021. The 
unusually quiescent dynamical state resulted in ozone holes per-
sisting into late December in 2020 and mid-December in 2021. 
Overall, the average TCO south of 60°S since 2018 continued to 
follow the pattern of past years in September and October, with 
statistically significant post-year-2000 trends in September but 
not in October (Figure 4-16).

In 2019, the ozone destruction rate in September prior to 
the occurrence of the strong minor sudden stratospheric warm-
ing was similar to rates observed during previous years (Wargan 
et al., 2020; Kramarova et al., 2020; Saffiedine et al., 2020). In 
2020 and 2021, the early September OMDs were larger than 
those during the decade 2010 –2019 but still significantly small-
er than those during the decade 2000 –2010, while the OMDs 
reached during the first half of October were comparable to those 
in the 1990s and 2000s (Figure 4-17). It is not unexpected that, 
under favorable atmospheric conditions, very large ozone deple-
tion can be reached despite decreased levels of ODSs. Müller 
et al. (2018), for example, noted that even with the expected 
continued decline in ODSs, years with extremely low Antarctic 
stratospheric ozone concentrations may continue to occur until 
the middle of the 21st century. Model simulations also show that 
large and long-lasting ozone holes are likely to occur occasionally 
during the period of ozone recovery (Stone et al., 2021).

Post-year-2000 trends for the average 1–14 September 
Antarctic 220  DU OMD for a range of TCO reanalysis datasets 
are indistinguishable in magnitude within statistical uncertainties 
(Figure 4-17). This agreement indicates that trends in Antarctic 
early to mid-September total ozone are robust with regard to 
the choice of total ozone reanalysis dataset. The average 1–14 
October 220  DU OMD trend values do not show signs of the 
start of recovery, consistent with the emerging consensus that the 
month of September—especially the first half of that month—is 
more appropriate for recovery detection (Solomon et al., 2016; 
de Laat et al., 2017; Strahan et al., 2019; Stone et al., 2021).

In summary, recently published studies provide addi-
tional support for the conclusion of the previous Assessment 
(Langematz, Tully et al., 2018) that evidence has emerged for 
statistically significant trends in stratospheric ozone since the year 
2000 over Antarctica, particularly in the month of September. 
Results from alternative trend analysis approaches and metrics 
such as ozone loss saturation and ozone hole start dates are also 
consistent with recovery detection. Indications are also emerging 

of recent Antarctic stratospheric warming consistent with increas-
ing ozone. Of the plethora of Antarctic ozone recovery metrics 
and approaches, early September OMD appears to best track 
trends in ODSs (with the 250  DU OMD providing slightly bet-
ter results than the 220  DU OMD). However, while decreasing 
post-year-2000 early springtime Antarctic stratospheric ozone 
depletion can be largely explained by declining ODSs, whether 
other processes have contributed—and by how much—remains 
an outstanding question. Finally, reported detection of recovery 
is not challenged by the remarkable recent Antarctic ozone holes 
in 2019, 2020, and 2021, including the record-breaking duration 
of the 2020 and 2021 ozone holes and their near-record ozone 
depletion in the month of October.

4.4.3 Long-Term Arctic Ozone Trend
As stated in previous Assessments, detection of stratospher-

ic ozone recovery in the Arctic is much more difficult than in the 
Antarctic. Persistence of the springtime vortex facilitates strong 
ozone destruction; however, in a typical year, stratospheric dy-
namical activity leads to vortex breakup before the end of March 
(see Figure 4-3). In rare instances when the Arctic vortex has 
remained intact well into April, substantial stratospheric ozone 
depletion has been observed, most recently in 2020 (see Section 
4.2.4 and references therein; other years were 1997 and 2011). 
Increasing greenhouse gas concentrations will affect stratospher-
ic ozone loss during future cold Arctic winters by lowering strato-
spheric temperatures (see Section 4.5.3.3 for further discussion). 
Some recent Arctic winters have been characterized by particular-
ly low stratospheric temperatures (Figure 4-2). However, the low 
frequency of occurrence of cold Arctic winters with large ozone 
loss precludes definitive assessment of decadal Arctic strato-
spheric ozone trends, which remain statistically not significant 
(see Figure 4-16a). The lack of robust decadal ozone trends, in 
turn, precludes attribution to decadal changes in ODSs, tempera-
ture, water vapor, and possibly even Arctic stratospheric vortex 
stability. Thus, confident conclusions cannot be drawn about 
Arctic stratospheric ozone recovery at this time.

4.4.4 Benefits Achieved by the Montreal 
Protocol and Its Amendments and 
Adjustments

Langematz, Tully et al. (2018) reported that model simula-
tions assuming continuous growth of ODSs indicated that in the 
absence of Montreal Protocol controls, by 2013 the Antarctic 
ozone hole would have been significantly larger and longer-lived 
than observed, and ozone loss at subpolar southern latitudes 
would also have been larger. For example, a continuous 3% yr–1 
increase in ODSs after 1987 would have yielded a 40% deeper 
Antarctic ozone hole in 2011 (Chipperfield et al., 2015). In addi-
tion, in Arctic winters favoring catalytic ozone loss, much more ex-
tensive ozone loss would have occurred, resulting in conditions 
previously only observed over Antarctica.

Feng et al. (2021) and Wilka et al. (2021) further explored 
what Arctic polar stratospheric ozone conditions would have 
been in 2020 under unabated emissions of ODSs, assuming a 
3–3.5% yr–1 increase since 1985. This represents another decade 
of emissions compared to the case discussed in Langematz, Tully 
et al. (2018) and results in ODS levels approximately 2.5 times the 
actual 2020 levels and approximately twice the peak late-20th-cen-
tury levels. Under such a scenario, minimum Antarctic TCO values 
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of 50  DU would have occurred by 2020. This is approximately 
half the minimum TCO values of about 100 DU that occasionally 
have been observed for the past three decades over Antarctica. 
It represents approximately a 75% reduction in minimum TCO 
values compared to those in 1980, and an 85–90% reduction in 
minimum TCO values compared to the level of 1960 (1960 and 
1980 estimates from Dhomse et al., 2018). In addition, springtime 
Arctic ozone depletion would have begun earlier and lasted lon-
ger. In the Arctic for the unusually cold spring of 2020, minimum 
column values of about 100 DU were modeled. However, given 
the large interannual variability in the stability of the Arctic polar 
stratospheric vortex, the occurrence of large Arctic stratospheric 
ozone depletion would have remained rare. Nevertheless, under 
such a scenario, Arctic conditions similar to those currently oc-
curring over Antarctica would have become reality for years with 
an unusually stable and long-lived stratospheric vortex, such as 
those in 2011 or 2020. Furthermore, for typical Arctic springtime 
conditions, TCO would also have been significantly smaller by up 
to several tens of percent, and even in summertime, TCO would 
have been smaller due to gas-phase depletion.
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Figure 4-18. The 1–20 September Antarctic vortex-mean 
column ozone and 2000 –2018 trends (with 95% confidence 
intervals in parentheses) for (a) TOMS/OMI/OMPS (blue) 
and model simulations using realistically varying ODS levels 
(baseline; red), and (b) simulations using baseline (red) and 
high (black) ODSs. [From Strahan et al., 2019.]

The benefits of the Montreal Protocol can also be assessed by 
estimating the recovery signal in ozone, i.e., how much more se-
vere ozone depletion would have been under certain conditions 
with the “peak halogen” loadings observed in the late 1990s. A 
simulation using the TOMCAT CTM with halogenated ODSs fixed 
at 1995 levels produced Arctic polar cap-averaged TCO 20  DU 
lower than that observed in the cold winter of 2019/20 (Feng et 
al., 2021). Strahan et al. (2019) also explored scenarios in which 
ODS levels remained similar to the maximum observed levels of 
the late 1990s. They used CTM simulations (GMI integrated with 
MERRA-2 meteorology) with ODSs resembling observed ODS 
trends, resulting in Antarctic vortex-average post-peak-ODS 
ozone trends consistent with observations, apart from a small off-
set (CTM simulations were biased low compared to observations). 
The “fixed 1995 ODS” simulation showed no post-peak positive 
trend in TCO (Figure 4-18). Furthermore, with maximum halogen 
loading, recent Antarctic ozone holes would have been deeper 
by approximately 20  DU. This indicates that the observed posi-
tive trend in 1–20 September Antarctic vortex average total ozone 
can be attributed to decreasing ODSs rather than to interannual 
variability in Antarctic vortex dynamics. Given a post-1960 de-
cline of approximately 100 DU (models) or 150 DU (observations) 
of Antarctic springtime ozone (Langematz et al., 2016; Amos et 
al., 2020), an increase of 20 DU corresponds approximately to a 
15–20% recovery.

Overall, these findings reinforce that the Montreal Protocol 
and its Amendments and adjustments averted more extreme 
polar stratospheric ozone depletion and the development of an 
Arctic ozone hole. Furthermore, these findings bolster the conclu-
sion that the occurrence of record-breaking (or nearly so) ozone 
depletion in 2020 over both the Arctic and the Antarctic was 
caused by rare but not unexpected atmospheric conditions and is 
not cause for concern about the effectiveness of the implementa-
tion of the Montreal Protocol.

4.5 FUTURE CHANGES IN POLAR OZONE
This section examines the projected future changes in polar 

ozone from chemistry-climate model (CCM) simulations from 
three model intercomparison exercises:

• CCMVal-2: Based on the second phase of the SPARC 
Chemistry-Climate Model Validation (CCMVal; Morgenstern 
et al., 2010; WMO, 2010; WMO, 2014). The ODS mixing ra-
tios that drive EESC projections originate from WMO (2007).

• CCMI-1: Based on phase one of the SPARC Chemistry-Climate 
Model Initiative (CCMI; Eyring et al., 2013; Morgenstern et al., 
2017; WMO, 2018). The ODS mixing ratios that drive EESC 
projections originate from WMO (2010).

• CMIP6: Based on the Coupled Model Intercomparison Project 
Phase 6 (O’Neill et al., 2014; Meinshausen et al., 2017). The 
ODS mixing ratios that drive EESC projections originate from 
Meinshausen et al. (2020).

The recent CMIP6 results have not been part of any previous 
WMO Scientific Assessment of Ozone Depletion. The CCMVal-2 
and CCMI-1 results are shown in this Assessment for continu-
ity with the two previous Assessments (WMO, 2014, 2018). 
Results from the currently ongoing CCMI-2022 intercomparison 
(Plummer et al., 2021; ODS projections from WMO, 2018) are not 
included in this Assessment. At present, only a few models have 
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completed the future simulations, and no analysis has been per-
formed. This paucity of information precludes robust conclusions 
and the inclusion of CCMI-2022 results here.

4.5.1 New Ozone Projections from 
Chemistry-Climate Models

The CCMs that participated in CCMVal-2 (WMO, 2010, 2014) 
and CCMI-1 (WMO, 2018) were developed circa 2013 or before. 
The CCMI-1 projections are discussed in detail in Dhomse et al. 
(2018) and Langematz, Tully et al. (2018). Many CCMs that per-
formed simulations used in prior WMO Assessments have been 

updated for participation in the CMIP6 (Keeble et al., 2021) activ-
ities. This includes updates to chemistry schemes (updated rate 
constant representation and enhanced tropospheric chemistry in 
all models) and interactive coupling of atmosphere-only CCMs to 
deep-ocean models. Many of the CCMs have also increased hor-
izontal resolution. The scenarios for CMIP6 include a hindcast pe-
riod (1960 –2014) and a forecast period (2015–2100) that follows 
the CMIP6 shared socioeconomic pathway (SSP) scenarios. In 
this Assessment, we show forecast scenarios based on the SSP1-
2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5 scenarios (O’Neill et al., 
2014). (The number after the hyphen in the SSP name defines the 
Representative Concentration Pathway [RCP] used. For example, 
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Figure 4-19. Time series of the multi-model mean (MMM) polar total column ozone (TCO, in Dobson units) from CMIP6 simulations 
for the Northern Hemisphere in March (top row), Southern Hemisphere in September (middle row), and Southern Hemisphere in 
October (bottom row). In all cases, mean TCO is calculated as an average across 60 –90° latitude. The CMIP6 results (Keeble et 
al., 2021) are for SSP2-4.5 (see Figure 4-21 for other emissions scenarios) and include data from five participating CCMs for the 
Antarctic (CESM2-WACCM, CNRM-ESM2-1, GFDL-ESM4, MRI-ESM2-0, and UKESM1-0-LL); for the Arctic, MRI-ESM2-0 was ex-
cluded from the MMM (see text). The solid black horizontal lines show the 1980 reference values for each latitude band. The left 
column shows the unadjusted model values. The right column follows the approach discussed in Dhomse et al. (2018), where the 
mean biases between the observational data (the NIWA-BS dataset) and the reference simulation are derived for the 1980 –1984 
period and subtracted from all years over the 1960 –2100 period. The right column also has an 11-year boxcar filter applied. Also 
shown are the observations based on NIWA-BS data (purple lines; Bodeker et al., 2021). The shaded region is the 1σ deviation.
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for SSP2-4.5, the mean global radiative forcing will be 4.5 W m–2 
by the year 2100.) The relevant simulations and forcing for this 
Assessment are summarized in Braesicke, Neu et al. (2018, Box 
3-2; CCMVal-2, CCMI-1) and Box 3-4 (CMIP6).

4.5.2 Projections of Polar Ozone: Long and 
Near Term

This section focuses on the future evolution of Antarctic and 
Arctic polar ozone by CCMs that have participated in the CCMI-
1 and CMIP6 assessments. Comparison of the results from these 
two sets of simulations builds on the discussion in Section 3.4 and 
the associated discussion regarding ozone return dates; refer to 
that section for a discussion of uncertainties in model internal vari-
ability, structural uncertainty, and scenario uncertainty (see also 
Box 3-3 in Braesicke, Neu et al., 2018).

The baseline GHG scenario for CCMI-1 is based on the 
RCP6.0 scenario (Dhomse et al., 2018), while for CMIP6 it is 
based on the SSP2-4.5 (i.e., RCP4.5) scenario. More informa-
tion on how uncertainties affect return dates is given in Section 
4.5.4.2. The ozone recovery metric in the following two sections 
is the commonly used date of return of the ozone layer to values in 
1980, the year when the ozone hole started appearing and polar 
observations became routinely available.

4.5.2.1 Future Antarctic Spring Total Column 
Ozone

Figure 4-19 shows the modeled evolution of total column 
ozone (TCO) in the Antarctic (60–90°S) in September and October 
(middle and bottom rows, respectively) for the multi-model mean 
(MMM) from the CMIP6 simulations of all five models, along 
with past observations. The shaded regions around the MMM 
TCO represent the 1σ standard deviation across the models. 
September is shown since many recent studies focusing on the 
detectability of Antarctic ozone recovery (Solomon et al., 2016; 
Pazmiño et al., 2018; Strahan et al., 2019; see related discussion 
in Section 4.4.2.1) have shown that this is a key month with a rel-
atively dynamically stable vortex and that this month includes 
the initial onset and growth of the chemical ozone loss. October 
is also shown for continuity with previous Assessments. The 
CMIP6 MMM is divided into two periods: 1) the hindcast period 
(1950 –2014, black lines) and 2) the forecast period (2015–2100, 

light blue lines). The CMIP6 ensemble has only five CCMs with 
interactive chemistry, whereas CCMI-1, used in the WMO (2018) 
projections, has 19 models with interactive chemistry.

The left column in Figure 4-19 shows unadjusted results. In 
order to make a robust estimate of ozone return dates, biases be-
tween each model’s simulation and the observations need to be 
accounted for. The right column follows the approach discussed 
in Dhomse et al. (2018), where the mean biases between the 
observational data (the NIWA-BS dataset) and the reference sim-
ulation are derived for the 1980–1984 period. Here an adjusted 
time series (in DU) for each model is then calculated by subtract-
ing the respective observational bias. An 11-year boxcar filter is 
also applied to the adjusted model results to remove the effects 
of natural cycles in the data, particularly the 11-year solar cycle in 
TCO. This smoothing is applied to the bias-adjusted model results 
because these are used to determine return dates and the interan-
nual and decadal variability seen in model projections can mask 
the long-term recovery trends. In contrast, the observed data 
reflect real-world variability in TCO resulting from dynamical vari-
ability and therefore are expected to be more variable. Despite 
these differences in variability represented by the modeled and 
observed time series shown in Figure 4-19, over the full hindcast 
period the bias-adjusted MMM TCO shows good agreement with 
observations, including during the strong decrease of Antarctic 
ozone in the 1980s and early 1990s. In both, a broad TCO mini-
mum occurs around the year 2000.

A large spread in potential return dates in the model simula-
tions arises partly because the bias-corrected model time series 
start to diverge as they proceed through the 21st century (Figure 
4-19), but principally because the model time series approach 
the return threshold at very shallow angles, so even a few-DU 
difference between simulations translates into many years for 
the return dates. Smaller variability in return dates from previous 
Assessments was possibly due to the larger number of models 
available from the CCMI-1 and CCMVal-2 intercomparison proj-
ects (see discussion of the variance in the TCO projections in 
Figure 3-24a).

Simulated Antarctic September TCO is projected in the 
CMIP6 MMM (using SSP2-4.5) to return to the 1980 abundance 
shortly after mid-century (year 2066). The shaded region in 
Figure 4-19 shows the 1σ uncertainty error bars about the MMM. 
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Figure 4-20. Total column ozone 1980 return 
dates for different CCM experiments. The left 
panel shows the Antarctic (90 –60°S) mean for 
September (triangles) and October (circles), 
along with the estimated 1σ uncertainties 
(whiskers). The error bars are calculated as the 
first and last time the 1σ envelope around the 
projection in Figure 4-19 crosses the return 
threshold. The right panel shows the Arctic 
(60 –90°N) mean for March (circles) with esti-
mated 1σ uncertainties (whiskers). [Update of 
Figure 4-22 from Langematz, Tully et al. (2018) 
now including CMIP6 projections using vari-
ous SSPs (filled symbols), in addition to CCM-
Val2 and CCMI-1 projections (open circles).]



Chapter 4

255

The first and last time the 1σ envelope around the projection 
crosses the return threshold is shown as whisker lines in Figure 
4-20. The October TCO MMM returns 4 years earlier (year 2062) 
with a similar range. Compared to results in Langematz, Tully et 
al. (2018), the current October TCO CMIP6 MMM estimate is 
later by ~2 years. The equivalent effective stratospheric chlorine 
(EESC) evolution is similar between the two intercomparisons 
(see Figure 4-21); however, CCMI-1 (used in the WMO, 2018, 
projection) was based on the RCP6.0 GHG scenario, which dif-
fers from the CMIP6 SSP2-4.5 (i.e., RCP4.5) such that the MMM in 
the CCMI-1 assessment would tend to recover earlier (see Section 
4.5.3.4). The return date and its uncertainty are discussed in more 
detail in Section 4.5.4.

4.5.2.2 Future Arctic Spring Total Column 
Ozone

The temporal evolution of the Arctic March TCO MMM 
(60–90°N) derived from the CMIP6 SSP2-4.5 simulations is pre-
sented in Figure 4-19 (top row). The Arctic MMM includes all par-
ticipating CCMs except MRI-ESM2-0, which was removed from 
the MMM because of its lack of hindcast TCO depletion. As in the 
Antarctic, the bias-adjusted MMM TCO shows good agreement 
with observations (purple lines). In the forecast period, a TCO 
return date to 1980 conditions is expected near mid-century for 
CMIP6 SSP2-4.5 (year 2045), with a range between 2029 and 
2051 (Figure 4-20). These new CMIP6 TCO projections suggest 
an MMM return date for Arctic spring that is later by ~11 years 
compared to the CCMI-1 estimate (Langematz, Tully et al., 2018). 
In the Arctic, the influence from the differences in the GHG sce-
nario will play more of a role; all things being equal, the CCMI-1 
MMM would be expected to recover earlier than the CMIP6 
MMM (see Section 4.5.3.1). The return date and its uncertainty are 
discussed in more detail in Section 4.5.4.

4.5.3 Factors Controlling Future Polar Ozone

4.5.3.1 Changing Role of ODSs and GHGs
Ozone-depleting substances (ODSs) are expected to de-

crease in the future, and greenhouse gases (GHGs) are on a tra-
jectory to increase (Box 3-4). Therefore, the relative radiative and 
chemical effects of ODSs and GHGs on polar ozone will change 
with time. CCMI-1 simulations using separate forcing assumptions 

addressed the sensitivity of TCO to ODSs and GHGs. The CCMI-
1 reference simulation (i.e., REF-C2; RCP6.0) and two separate 
forcing simulations (i.e., SEN-C2-fODS and SEN-C2-fGHG; 
Morgenstern et al., 2017) are shown in Langematz, Tully et al. 
(2018, Figure 4-19). The REF-C2 included the RCP6.0 GHG forc-
ing scenario, while the SEN-C2-fODS (also using the RCP6.0 
GHG scenario) and SEN-C2-fGHG scenarios set the abundance 
of ODSs and GHGs, respectively, to a constant 1960 value be-
tween 1960 and 2100. In the Antarctic (October mean), the 
SEN-C2-fODS shows no ozone depletion from 1960 through 
2100, with only a slight ozone increase (<5 DU) by the end of the 
21st century. The same region and period for the SEN-C2-fGHG 
simulation has a temporal evolution in TCO similar to that of the 
REF-C2 reference simulation, which includes a hindcast period 
of large ozone depletion consistent with observations. However, 
after the middle of the century, the GHG forcing contained with-
in the REF-C2 shows an increase in the TCO recovery (~10 DU) 
relative to the SEN-C2-fODS. In the Arctic (March mean), the 
ODS and GHG sensitivity is different. Here, the SEN-C2-fODS 
shows a stronger influence of GHGs from 1960 to 2100, and the 
SEN-C2-fGHG deviates more from the REF-C2 than modeled in 
the Antarctic (October mean). This ozone increase is caused by 
increasing GHG abundances, which both cool the stratosphere, 
thereby reducing gas-phase chemical ozone loss, and strength-
en the Brewer-Dobson circulation (BDC), leading to increased 
poleward and downward transport of ozone in Arctic spring 
(e.g., Oman et al., 2010; Oberländer et al., 2013). Note that the 
multi-model study of Polvani et al. (2019) showed that ODSs are 
responsible for more than half of the modeled increasing BDC 
trend in the 1980 –2000 period. In the future, decreasing ODSs as 
a consequence of the Montreal Protocol and its Amendments and 
adjustments are projected to strongly decelerate the BDC until 
year 2080, reducing the mean age-of-air trends by more than one 
half and thus substantially mitigating the impact of carbon dioxide 
(CO2) strengthening the BDC. Polvani et al. (2019) also found that 
the depletion/recovery of stratospheric ozone over Antarctica 
contributes to seasonal and hemispheric asymmetries in the BDC 
trends, and they suggest that this impact could be a method for 
detection of a BDC trend in the coming decades. However, it 
should be noted that there is still a discrepancy between age-of-
air trends derived from models and those derived from observa-
tions (Strahan et al., 2020; Prignon et al., 2021).

Figure 4-21. Equivalent effec-
tive stratospheric chlorine (EESC; 
pptv) for a mean age-of-air of 5.5 
years (representative of the polar 
lower stratosphere) with an al-
pha factor for bromine reactivity 
equal to 60 (Engel et al., 2018). 
Seven different halogen recovery 
scenarios used as input to CCM 
experiments are shown.
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4.5.3.2 Impact of Noncompliant CFC-11 
Production

The global emissions of CFC-11 were expected to decrease 
after 2010 based on full phaseout of production and consumption. 
However, Montzka et al. (2018) showed that emissions started to 
increase in 2013 and remained elevated through 2018 (Chapter 
1), in violation of the Montreal Protocol. The mean emissions en-
hancement during the period 2014–2017 relative to 2008–2012 
is estimated to be 13.7 Gg yr–1 (Montzka et al., 2021), and the cu-
mulative unexpected emissions of CFC-11 during 2012–2019 are 
estimated to be 120 – 440  Gg (WMO, 2021). See Chapter 1 for 
more discussion on the observed changes in chlorofluorocarbons 
(CFCs).

Subsequent modeling studies have examined the effects of 
these and hypothetical other additional CFC-11 emissions on TCO 
recovery (Dhomse et al., 2019; Dameris et al., 2019; Fleming et 
al., 2020; Keeble et al., 2020; Lickley et al., 2020; WMO, 2021). 
Due to the large fractional release of CFC-11 abundance in the 
polar region (Newman et al., 2007), the delay in TCO recovery is 
linearly dependent on the resultant inorganic chlorine increase. 
Simulations using the GSFC2D model show, for example, that 
sustained emissions at the large level of 72 Gg yr–1 would shift the 
1980 return date for Antarctic ozone by 25 years (Fleming et al., 
2020). This example of sustained CFC-11 emissions is probably 
not realistic but was included as a sensitivity study by Carpenter, 
Daniel et al. (2018). Using the UKCA CCM, Keeble et al. (2020) 
also note that the largest delay in ozone recovery due to en-
hanced CFC-11 concentrations occurs in the Antarctic spring.

Figure 4-22 shows the Antarctic TCO return date to 1980 
levels for various cumulative additional CFC-11 emissions com-
pared to baseline halogen simulations (Carpenter, Daniel et al., 
2018, A1 scenario) for two CCMs (UKCA and GEOSCCM), one 
two-dimensional model (GSFC2D), and one three-dimensional 
CTM (TOMCAT). Atmospheric CFC-11 abundances in the baseline 
halogen scenario are based on compliance with the Montreal 
Protocol over the full timeline. Three models (UKCA, GSFC2D, 

and TOMCAT) performed perturbation simulations with different 
assumptions of additional CFC-11 (and in some cases CFC-12 
converted to equivalent CFC-11) emissions based on noncom-
pliant production. Model sensitivities in return date to addition-
al noncompliant CFC-11 emissions are shown (i.e., return date 
versus cumulative additional CFC-11 emissions in Gg). This was 
done for September mean ozone in the Antarctic, since that is 
the month with the largest ozone loss rates. The linear fits to the 
model scenarios in Figure 4-22 suggest that they can be scaled 
to other emissions scenarios. The TOMCAT CTM, which does not 
include climate feedbacks, gives the largest slope of 7.1 years per 
1000 Gg. The GSFC2D gives the smallest slope of 4.0 years per 
1000 Gg, but, as a 2-D model, it cannot capture the full 3-D behav-
ior of the Antarctic polar vortex. The UKCA results are in between, 
with a slope of 6.4 years per 1000  Gg. The suggested range is 
most likely 4–7 years per 1000  Gg of cumulative noncompliant 
CFC-11 emissions. Therefore, the observed cumulative additional 
emissions of 120 –440 Gg in the 2012–2019 period would add an 
additional 0.5–3.1 years to the September date of return to 1980 
conditions (WMO, 2021).

4.5.3.3 Dynamical Variability in Arctic Spring
There is uncertainty about the role of dynamical variability in 

modulating future stratospheric Arctic ozone. Observations and 
model studies have shown that chemical loss of Arctic ozone from 
halogens is strongly controlled by low temperatures that promote 
the formation of polar stratospheric clouds (PSCs). In the future, as 
ODSs decrease and GHGs increase, large Arctic ozone depletion 
events may still occur. That is, with the persistence into spring-
time of a cold and dynamically isolated Arctic vortex, ozone loss 
could be comparable to that in the cold Northern Hemisphere 
springs of 2011, 2016, and 2020 (see discussion in Section 4.3.4). 
CCM studies have shown that enhanced GHG abundances will 
cause cooling in the Arctic winter upper and middle stratosphere 
(Langematz, Tully et al., 2018, and references therein). This 
cooling will accelerate ozone recovery from ODSs in the upper 
stratosphere by slowing down the rates of gas-phase ozone loss 
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Figure 4-22. Dependence of September mean 
Antarctic (90 –65˚S) column ozone 1980 return 
dates on cumulative additional (compared to WMO, 
2018, A1 baseline scenario) equivalent CFC-11 emis-
sions (Gg), as in Figure 3-28 for global ozone. The 
colors indicate the model, and the symbols cor-
respond to different simulations with that model. 
Each model performed a base simulation using the 
WMO (2018) A1 baseline scenario. The models also 
performed perturbation simulations with different 
assumptions of additional CFC-11 emissions (and in 
some cases CFC-12 emissions converted to equiva-
lent CFC-11 emissions), quantified as Gg equivalent 
CFC-11 emissions along the x-axis. The dashed lines 
(with numerical values giving the slope in years per 
1000 Gg) show the best linear fits to the simulations 
for each model.
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reactions. A recent study examining PSC formation potential (PFP, 
the seasonal integral of the ratio of the volume of the region con-
taining PSCs [VPSC] to the volume of the Arctic vortex) from four 
reanalysis datasets suggests that cold Arctic stratospheric winters 
have become colder over the past 40 years (von der Gathen et 
al., 2021; see also Vargin et al., 2022, and related discussion in 
Section 4.2.2.2). For future projections, von der Gathen et al. 
(2021) used a simple relationship between PFP and EESC to de-
rive an ozone loss potential (OLP). The derived OLP and regressed 
column loss (from the OLP based on present-day observations of 
ozone loss) from 16 general circulation models (GCMs) and four 
CCMs (with interactive chemistry) for four different GHG scenar-
ios (SSP5-8.5, SSP3-7.0, SSP2-4.5, and SSP1-2.6) are shown in 
Figure 4-23. The seasonal chemical ozone loss diagnostic shown 
here represents the amount of ozone chemically removed in the 
lower-stratospheric portion of the Arctic vortex, rather than the 
resulting TCO depletion over the polar cap. This figure uses the 
GCM- and CCM-derived time series of polar stratospheric water 
vapor (H2O), which reflect increases in stratospheric humidity aris-
ing from both increasing methane (CH4) oxidation and warming 
of the tropical tropopause. Moister conditions in the lower strato-
sphere are more conducive to PSC formation. Therefore, the net 
effect of strong GHG increases on polar chemical loss in the future 
is the combination of stratospheric cooling and enhanced supply 
of H2O and CH4 from the troposphere.

Von der Gathen et al. (2021) concluded that if stratospheric 

humidity rises as projected and GHGs follow either the SSP5-8.5 
or the SSP3-7.0 trajectories, then there is an increased potential 
for Arctic column ozone depletion to occur until the end of the 
century, despite the expected decline in halogen loading. That 
is, cooling and moistening of the Arctic stratosphere could act 
in concert to prolong the period over which significant seasonal 
chemical ozone losses are expected to occur in the future and 
could even lead to losses larger than those currently seen in 
severe Arctic winters (von der Gathen et al., 2021). However, it 
should be noted that the four CCMs, which have a better repre-
sentation of stratospheric dynamics (e.g., planetary wave activity 
influence on the BDC, etc.), showed 20 –25% lower OLP at the 
end of the century than that found for the 16 GCMs. The potential 
for increased chemical ozone depletion later in the century will 
be affected by many dynamical processes that may not be ade-
quately represented in current models, especially those lacking 
interactive ozone chemistry. See further discussion of dynamical 
control of polar ozone under climate change in Section 4.3.4.3.

4.5.3.4 The Role of GHG Scenarios
Future ozone recovery is influenced by carbon dioxide (CO2), 

methane (CH4), and nitrous oxide (N2O) through radiative pro-
cesses that cool the stratosphere (Chapter 5). CH4 and N2O also 
have chemical effects that can impact future ozone abundances. 
Many studies have investigated the impact of the assumed CH4 
and N2O future scenarios on ozone abundance and recovery (see 
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Figure 4-23. Ensemble-mean regressed 
Arctic column ozone loss (ΔO3

REG, DU; left 
ordinate) and Ozone Loss Potential (OLP, 
days; right ordinate) as a function of year. 
ΔO3

REG represents the chemical ozone 
loss in the lower-stratospheric portion of 
the Arctic vortex, and OLP represents the 
number of days a volume of air equal to 
that of the Arctic vortex is exposed to PSC 
conditions over the course of an ozone 
loss season. The OLP derivation uses the 
model polar stratospheric H2O, which ac-
counts for increasing stratospheric humid-
ity due to both increasing CH4 oxidation 
and warming of the tropical tropopause; 
the HNO3 abundance is taken from pres-
ent-day observations. The regressed col-
umn ozone loss is computed from each of 
the model OLPs. The gray solid line shows 
a 21-year running mean (±10 years) of the 
ensemble mean of the regressed column 
ozone loss (ΔO3

REG) for each SSP, the gray 
shaded area represents a 21-year running 
mean of the range in ΔO3

REG for exponents 
of 1 (upper boundary) and 1.4 (lower 
boundary) of the expression for OLP, and 
the gray dashed horizontal lines denote 
the 1980 value of ΔO3

REG. (a) SSP5-8.5, (b) 
SSP3-7.0, (c) SSP2-4.5, and (d) SSP1-2.6 
scenarios. [From von der Gathen et al., 
2021.]
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Section 4.5.3.3 of Langematz, Tully et al., 2018, and references 
therein). It is well known that increases in CH4 and N2O will gener-
ate larger amounts of hydrogen oxides (HOx) and nitrogen oxides 
(NOx), respectively, and also that increased NOx will enhance cat-
alytic middle-stratospheric ozone loss. Therefore, in general, the 
ozone return date is expected to be later if there are increases in 
N2O or earlier if there are decreases in N2O. However, the effect 
of future increases in N2O varies with altitude and also depends 
on the temporal evolution of other GHGs.

For changes in CH4, the situation is more complicated. In 
a similar manner to NOx, increased HOx from CH4 oxidation will 
decrease upper-stratospheric ozone. However, CH4 can also af-
fect the partitioning of reactive chlorine through the reaction of 
CH4 + Cl → HCl + CH3, with more CH4 generally leading to an 
increase in stratospheric ozone via a decrease in the abundance 
of reactive chlorine. Thus, future increases in CH4 are expected to 
lead to increases in stratospheric column ozone, notwithstanding 
the impact on Arctic H2O discussed in Section 4.5.3.3. Recently, 
experiments with 2×CH4 and 5×CH4 present-day mixing ratios 
were conducted using a CCM (Winterstein et al., 2019). Twenty-
year time-slice simulations were conducted consistent with year-
2010 halogen conditions. These very large quasi-instantaneous 
increases in CH4 strongly affected tropospheric chemistry by 
reducing the hydroxyl radical (OH) abundance, which resulted 
in extending the lifetime of CH4 and many other chemical sub-
stances. In the stratosphere, there were substantial increases in 
stratospheric water vapor (SWV) of 50% and 250% for the 2×CH4 
and 5×CH4 simulations, respectively, which cooled the strato-
sphere by several degrees. This cooling caused an increase in 
the TCO globally, except in the Antarctic spring due to enhanced 

PSC chemistry. Ozone in the tropical lowermost stratosphere 
decreased due to enhanced upwelling. This work did not spe-
cifically examine Arctic PSC chemistry, although both the 2×CH4 

and the 5×CH4 simulations did show lower-stratospheric ozone 
decreases of a few percent in the wintertime Arctic. Prescribed 
sea surface temperatures were used, so tropospheric warming 
feedbacks were not included. A follow-up study (Stecher et al., 
2020) incorporated a mixed-layer ocean model into the CCM to 
account for additional tropospheric warming. As in the previous 
study, they found that strong increases in CH4 reduced OH in the 
troposphere and extended the CH4 lifetime. However, a slow 
climate feedback also arose and counteracted this reduction in 
OH through increases in tropospheric water vapor and ozone, 
thereby damping the quasi-instantaneous response found by 
Winterstein et al. (2019).

Future scenarios with larger GHG abundances lead to an 
overall higher level of simulated stratospheric ozone (Langematz, 
Tully et al., 2018). Increased GHG levels result in lower tempera-
tures in the middle atmosphere. These cooler conditions will 
decrease ozone loss reactions and result in an ozone increase 
in the upper stratosphere. The choice of GHG scenario can also 
affect the modeled amount of polar NOx that is transported from 
the upper mesosphere and thermosphere into the upper strato-
sphere. Using a CCM, Maliniemi et al. (2021) showed that NOx 
produced by energetic electron precipitation (EEP) and partly by 
solar ultraviolet above the stratopause is transported down into 
the polar upper stratosphere. This study used four different GHG 
scenarios. They showed that the larger the GHG forcing scenario, 
the greater the amount of NOx transported into the upper strato-
sphere (see Section 4.5.3.1). This additional NOx depletes more 
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Figure 4-24. Impact of GHG scenarios (SSP1-2.6, 
SSP2-4.5, SSP3-7.0, SSP5-8.6) on polar total col-
umn ozone in the CMIP6 model ensemble; for the 
list of models included in each hemisphere, see the 
caption of Figure 4-19. Historical and projected po-
lar cap average TCO is shown for March in the Arctic 
(top) and September in the Antarctic (bottom). Ob-
servations (purple lines) are from the NIWA-BS data-
set. The dashed gray lines show the 1980 reference 
values for each latitude band.
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ozone, offsetting the ozone increases driven by climate cooling 
acting to decrease the rate of the NOx catalytic ozone loss cycle. 
This result indicates that NOx production in the upper mesosphere 
and thermosphere will be an important factor for the future up-
per-stratospheric Antarctic ozone evolution and could potentially 
prevent a super-recovery (i.e., where ozone abundance is greater 
than the 1980 values) in that altitude region.

Therefore, the TCO recovery to a historical baseline (e.g., 
1980 conditions) will depend strongly on the GHG scenario (Box 
3-4), particularly in the Arctic. This is shown in Figure 4-24 using 
projections from the CCMs used in the CMIP6 model ensemble. 
This figure shows results from five CCMs for the Antarctic and four 
CCMs for the Arctic (Keeble et al., 2021), as well as four different 
SSPs (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5). The TCO 
return date and range for each SSP is shown in Figure 4-20. As 
discussed in Section 4.5.3.1, the Arctic is more sensitive to GHG 
evolution than the Antarctic. The March MMM TCO recovery to 
1980 conditions occurs around the year 2045 for the SSP1-2.6 
(range of −24 and +16 DU in the 1σ deviation at that time) and 
SSP2-4.5 (range of −16 and +6 DU) simulations, with SSP2-4.5 
having more of a super-recovery by the end of the 21st century 
(~35 DU above the 1980 baseline). The 1980 return dates for the 
SSP3-7.0 and SSP5-8.5 MMM simulations are earlier (~2035) than 
for the SSP1.2-6 and SSP2-4.5 scenarios, and they show a larger 
super-recovery by the end of the 21st century, with an increase in 
TCO above the baseline of ~70 DU. This is consistent with the 

results for the CCMI-1 assessment (Langematz, Tully et al., 2018). 

In the Antarctic spring, there is less spread in the temporal 
evolution of the TCO across SSPs. The September return date to 
1980 conditions is around the years 2063 and 2066 for SSP1-
2.6 and SSP2-4.5, respectively. The 1980 return date is around 
2052 and 2050 for SSP3-7.0 and SSP5-8.5, respectively. This is 
approximately 16 years earlier for SSP5-8.5 relative to the base-
line SSP2-4.5 scenario. This new CMIP6 assessment result of a 
strong dependence of Antarctic ozone recovery on GHG scenar-
io is not consistent with the CCMI-1 results discussed in Dhomse 
et al. (2018) and Langematz, Tully et al. (2018). This sensitivity of 
Antarctic recovery to climate change scenario may be due to the 
use of a smaller number of updated models (and model realiza-
tions) contained in the CMIP6 assessment (Keeble et al., 2021) 
relative to the larger CCMI-1 study. In addition, the evolution of 
GHGs could be different in these CMIP6 models (see discussion 
of uncertainty in polar ozone projections in Section 4.5.4).

4.5.3.5 The Role of VSLSs (Bromine and 
Chlorine)

Results from simulations examining the effects of VSLS bro-
mine emissions (e.g., bromoform [CHBr3] and dibromomethane 
[CH2Br2]) on future polar ozone remain mixed, with no new infor-
mation since the last Assessment (Langematz, Tully et al., 2018). 
Yang et al. (2014) and Oman et al. (2016) suggest that including 
VSLS bromine will extend the return date to 1980 conditions by 
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Figure 4-25. Antarctic ozone and 
metrics quantifying ozone loss as a 
function of additional CFC-11 and 
VSLS emissions. Mean column ozone 
(DU) averaged from 90–60°S for (a) 
September and (b) October from 
four TOMCAT 3-D model simulations: 
control (varying meteorology), fu-
ture control (2000 meteorology), 
with constant 67 Gg yr–1 emissions of 
CFC-11, and with no chlorinated very 
short-lived substances (VSLSs), as well 
as SBUV observations from 1960 to 
2019 (black lines with dots). The hor-
izontal black lines indicate the mod-
eled 1980 values. (c) Estimates of the 
size of the Antarctic ozone hole under 
control, future control, 67 Gg yr–1 
CFC-11 emissions, no VSLSs, and as 
observed (based on ozonewatch.
gsfc.nasa.gov) using the area con-
tained within the 220 DU contour 
(106 km2; averaged over the period 
7 September–13 October). (d) As in 
(c) but for ozone mass deficit (106 met-
ric tons; averaged over the period 
21 September–13 October). The gray shading in panels (c) and (d) gives the maximum and minimum values for each year in 
the period analyzed. Additional emissions of CFC-11 at the level assumed would delay recovery of the Antarctic ozone hole, 
meaning a delay in the date of return to 1980 values, by around 17.5 years. Similarly, elimination of chlorinated VSLS emissions 
is projected to speed up the ozone return by around 7 years (for both September and October). [Adapted from Chipperfield et 
al., 2020, and Dhomse et al., 2019.]
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~10 years and 6–8 years, respectively, while Fernandez et al. 
(2017) do not see a change in the return date from inclusion of 
VSLS brominated species within the variability of the ensemble 
members. Thus, the magnitude of any potential impacts of VSLS 
bromine emissions on ozone recovery remains uncertain.

Total VSLS chlorine (e.g., chloroform [CHCl3] and dichloro-
methane [CH2Cl2]) has a contribution of around 130 (100 –160) ppt 
in the present-day stratosphere (Chapter 1; Hossaini et al., 2018; 
Fang et al., 2019). Figure 4-25 shows the impact of keeping the 
VSLS chlorine flux constant at current conditions (Dhomse et al., 
2019; Chipperfield et al., 2020). This contrasts with what was 
shown in Langematz, Tully et al. (2018), where a positive trend in 
VSLS chlorine abundance was assumed. Figure 4-25 shows the 
1980 return dates for both the Antarctic September and October 
polar cap TCO, along with two additional diagnostics, i.e., ozone 
hole area and ozone mass deficit. The “future” control case sim-
ulation includes present-day emissions of VSLS chlorine. The “no 
VSLS” case zeroes these emissions. Including VSLS chlorine emis-
sions delays the TCO return date to 1980 conditions by approxi-
mately 7 years. For comparison, the more extreme noncompliant 
CFC-11 emissions scenario of 67 Gg yr–1 (WMO, 2018) delays the 
TCO return date to 1980 conditions by ~17.5 years, although the 
impact will scale for smaller perturbations (see Section 4.5.3.2). 
The ozone hole area and ozone mass deficit diagnostics give the 
same return dates (within ±1 year) as the TCO for both the VSLS 
chlorine and 67 Gg yr–1 noncompliant emissions scenarios.

4.5.4 Uncertainty in Polar Ozone Projections
Current CCMs, developed over the past 20 years, have 

similar representations of dynamical, transport, and chemi-
cal processes (e.g., SPARC, 2010; Morgenstern et al., 2017). 
Nevertheless, there are three types of uncertainties that still need 
to be considered (Box 3-3 of Braesicke, Neu et al., 2018). The first 
is internal variability, which arises from chaotic processes and can 
be minimized by running multiple realizations with different start-
ing conditions and forming an ensemble average. The second is 
structural uncertainty, which arises from different representations 
of resolution (e.g., high-top models that include a well-resolved 
stratosphere versus low-top models that have an upper lid below 

the stratopause), including or not an interactive QBO, and/or rep-
resenting a deep ocean. The choice of chemical mechanism and/
or the choice of laboratory rate constant recommendations can 
also add to the overall uncertainty (e.g., Fleming et al., 2015). The 
third is scenario uncertainty, whereby the specification of ODS 
and GHG time series can have large impacts on a given ozone 
recovery diagnostic. The assumed ODS scenario, in particular, 
has a direct impact on the polar TCO return date, especially in the 
Antarctic, where changes in GHGs and climate have compara-
tively smaller impacts on ozone (Klobas et al., 2020).

4.5.4.1 Model Uncertainty
Ideally, the multi-model mean (MMM) ozone return date 

would be calculated using an ensemble of models that are fully 
independent. However, model components are shared amongst 
families of models, so they are not strictly independent. Amos et 
al. (2020) developed a procedure to use observations to assess 
and account for both model performance and model indepen-
dence (Figure 4-26). Model performance was derived from 
comparison to observations and used to weight the CCMI-1 
ensemble simulations to derive weighted-mean estimates of 
Antarctic ozone depletion and subsequent ozone recovery. The 
return to 1980 date from this weighted MMM was the year 2056 
(95% confidence interval 2052–2060). While the ozone return 
date found in this work (2056) is different from that (2062) found 
by Dhomse et al. (2018), these two dates are not easily compa-
rable, as they are created from different subsets of the same 
ensemble. For the subset of models in Amos et al. (2020), the 
simple MMM return date was three years earlier (2053) than the 
weighted mean. Amos et al. (2020) also argued that the weight-
ed MMM showed a greater projective skill than the simple MMM. 
The construction of a weighted mean also provided insight into 
model performance and dependence between the models.

4.5.4.2 Uncertainty in Ozone Return Dates
Although ozone recovery is underway (see Section 4.4), 

uncertainty remains about how it will progress in the future and 
what metric is best to diagnose it. The date for the atmosphere to 
return to a specified state does not take account of variability in 

Figure 4-26. Simulated and observed 
Antarctic (60 –90°S) October TCO. The 
weighted model mean is shown in red, the 
multi-model mean in blue, and individual 
model trends in gray lines. Observed TCO 
(black dots) are from NIWA-BS data. All 
model projections and ensemble projec-
tions are normalized to the observation-
al 1979–1981 mean, shown as the black 
dashed line, and so they converge in the 
year 1980. The 95% confidence and pre-
diction intervals for the weighted mean 
are also shown with yellow and light gray 
shading, respectively. [From Amos et al., 
2020.]
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that pathway or in the impact of other transient factors before the 
final return date. Pyle et al. (2022) discuss the use of integrated 
ozone depletion as a metric for ozone recovery both globally and 
in specific regions. This metric integrates the additional ozone 
depletion, based on model simulations, due to any emissions sce-
nario over the full (possibly multi-decadal) duration of the impact, 
taking account of short-term perturbations and avoiding sensitiv-
ity to the date of a single return event. For this metric, a simple 
empirical expression exists for perturbations due to long-lived 
ODSs. For the Antarctic ozone hole in particular, other estab-
lished measures of its size (e.g., ozone mass deficit, ozone hole 
area) may give a more robust perspective on recovery, especially 
when considered together and when applied to periods of great-
est sensitivity to halogen-induced chemical loss (Figure 4-25; 
Dhomse et al., 2019).

Sensitivity to ODS and GHG Scenarios. A direct influence 
on the ozone return date is the choice of the halogen recovery 
scenario. In Figure 4-21, the EESC based on Engel et al. (2018) 
is shown for a specific polar condition (i.e., mean age of 5.5 
years). The evolution of EESC is shown for CCMI-1 and CMIP6 
(different EESC for each SSP; SSP2-4.5 is the baseline scenario). 
Comparison of the CCMI-1 EESC (RCP6.0) to the CMIP6 EESC 
(SSP2-4.5) suggests that very little difference is expected in the 
return date, which is borne out in the return dates in Figure 4-20. 
However, the EESC for the currently ongoing CCMI-2022, based 
on Carpenter, Daniel et al. (2018), shows a five-to-seven-year 

extension in the halogen recovery relative to CCMI-1 and CMIP6 
SSP2-4.5 (Figure 4-21). This change in EESC alone would trans-
late to an extension of the Antarctic TCO return date as implied in 
Figure 4-22, but simulations based on this halogen scenario are 
not included in this Assessment.

Sensitivity to VSLSs. Langematz, Tully et al. (2018) discussed 
the uncertainty in both bromine and chlorine future VSLS emis-
sions and found that the uncertainty in the delay of the return date 
of Antarctic TCO to historical values was somewhere between 
several years and up to three decades. This uncertainty includes 
the unknown influence of climate change on the emissions of bro-
mine-containing VSLSs, predominantly from oceanic emissions 
(e.g., Tegtmeier et al., 2015; Ziska et al., 2018). The chlorine-con-
taining VSLSs (e.g., CHCl3, CH2Cl2) are mainly produced by indus-
try (Chapter 1). Hossaini et al. (2017) assumed a future impact on 
the return date to 1980 conditions from a continuous increase in 
CH2Cl2 with a mean emission rate observed for the 2004–2014 
period. This increasing CH2Cl2 emissions rate delayed the ozone 
return date by approximately 20 years. In Section 4.5.3.5, this 
study was updated with a constant flux based on present-day 
conditions (Figure 4-25). The delay in the ozone return to 1980 
values was approximately 7 years. There have not been any ad-
ditional studies since the 2018 Assessment that have reduced 
projected VSLS return date uncertainty.
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About the cover image: 
The Hunga Tonga-Hunga Ha’apai volcanic eruption in January 2022 lofted water vapor and other 
emissions well into the stratosphere in the southern hemisphere. Downwind, sunsets changed color 

as seen from the Maïdo Observatory on Réunion Island.

Photo credit: Elizabeth Asher, NOAA CSL / CIRES
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SCIENTIFIC SUMMARY

Since the last Assessment, new research has continued to 
quantify, attribute and improve the understanding of long-term 
changes in stratospheric climate. New studies are assessed that 
quantify the effects of ozone-depleting substances and ozone 
changes on the climate system, including atmospheric tempera-
tures and circulation, the ocean and the cryosphere. The new re-
sults support the main conclusions from the previous Assessment.

Changes in stratospheric climate
• Stratospheric Temperature: The global middle and 

upper stratosphere continues to cool at a rate of ~– 0.6 
K decade–1 because of growing levels of well-mixed 
greenhouse gases (GHGs; primarily carbon dioxide 
[CO2]) and evolving stratospheric ozone in response to 
changing ozone-depleting substances (ODSs). Lower-
stratospheric temperatures have been near constant since 
the late 1990s. The overall evolution is consistent with the 
well-understood effects of ozone, ODSs, GHGs, stratospheric 
aerosols, and solar variability. This is in agreement with previ-
ous Assessments. 

• Stratospheric Water Vapor: Since the last Assessment, 
the understanding of processes that influence water 
vapor entry into the stratosphere has strengthened. 
Interannual variations in lower-stratospheric water vapor are 
quantitatively consistent with observed tropical tropopause 
temperatures, with small contributions from monsoon circu-
lations and overshooting convection. Models predict small 
multi-decadal increases in tropopause temperature and low-
er-stratospheric water vapor as a response to GHG increases, 
but these changes are still not evident within the variability of 
the observational records.

• Brewer-Dobson Circulation7 (BDC): 

 º The BDC in the lower stratosphere has accelerated 
in recent decades and is predicted to continue to 
accelerate in the future given continued increases 
in GHG abundances. This result is confirmed by mod-
els, observations, and reanalyses. New studies since 
the last Assessment confirm the attribution of the BDC 
acceleration by models to increases in GHGs and ODS-
induced ozone depletion over the last decades of the 
20th century. Model simulations indicate that the decline 
of ODSs and subsequent recovery of ozone should have 
acted to reduce the rate of BDC acceleration after the 
year 2000, but there is not yet sufficient analysis to deter-
mine whether this change has been detectable outside 
of the natural variability in the BDC. 

 º Estimates of past BDC trends in the middle and 
upper stratosphere based on observations 

continue to be opposite in sign from modeled 
trends. However, new observationally based estimates 
since the last Assessment bring observed trends closer 
to modeled trends. 

• Polar Vortex Trends and Variability: Recent extreme 
polar vortex events in both hemispheres caused strong 
variations of polar ozone. However, currently there is no 
evidence for a systematic trend toward more frequent 
polar vortex disruptions in either hemisphere. 

 º Two sudden stratospheric warming (SSW)8 events have 
been observed in the Southern Hemisphere (SH) since 
the start of comprehensive satellite records in 1979. 
New model studies show that this is consistent with 
model simulations, and no change in SSW frequency is 
necessary to explain this occurrence rate. The delay of 
the austral polar vortex breakup date, which in the past 
was driven by ozone depletion, is not expected to fully 
reverse by the end of the 21st century, due to the oppos-
ing effect of GHG increases under moderate and high 
emission scenarios.

 º In the Northern Hemisphere (NH), new studies con-
firm that changes in SSW frequency and in polar vortex 
strength are not robustly detected in the historical re-
cord, and future changes are not robust across models.

• Quasi-Biennial Oscillation (QBO)9: Since the last 
Assessment, there is more confidence that the ampli-
tude of the QBO will weaken in the future as a result of 
acceleration of the BDC, but there is still large uncertainty 
about any change in its periodicity and the associated ozone 
variability.

 º New model studies infer that further disruptions of the 
QBO, such as occurred in 2016 and 2019, might become 
more likely as a result of increasing GHGs.  

Ozone and ODS effects on climate
• Ozone and ODS Radiative Forcing (RF): New estimates 

confirm previous Assessments in that the RF from ODSs, 
including the indirect effect on ozone abundances, has 
been positive over the second half of the 20th century, 
contributing to anthropogenic GHG forcing. The newest 
best estimate of stratosphere-adjusted RF over the period 
1850–2011 from stratospheric ozone changes is –0.02 W m–2, 
with an uncertainty of ± 0.13 W m–2. The range in this RF re-
mains smaller than the RF from ODSs (0.337 W m–2). However, 
new studies reveal uncertainties in the estimation of radiative 
forcing, due to 1) rapid adjustments arising from tropospheric 
circulation changes and 2) uncertainties in modeled ozone 

7  The global zonal mean circulation that transports mass, heat, and tracers in the stratosphere.
8  Based on an adapted SSW definition in the Southern Hemisphere; see Chapter 5, Section 5.2.6.1.
9  Quasi-periodic (period ~28 months) oscillation of stratospheric equatorial winds from easterly to westerly.
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10  Arctic amplification refers to the ratio of Arctic warming (60–90°N) to global warming over a given time period.

trends. Since the late 1990s, the RF from ODSs and changes in 
stratospheric ozone abundances has remained approximately 
constant as a consequence of the Montreal Protocol.

• ODS Effects on Climate: There is new evidence since the last 
Assessment that suggests that the direct radiative effects of 
ODSs on climate not only contributed to global warming but 
also enhanced Arctic amplification10 in the late 20th century. 

• Role of Stratospheric Ozone in the Climate Response to 
GHG Forcing: Evidence suggests that GHG-induced ozone 
changes act to dampen the GHG-induced surface tempera-
ture warming. New estimates since the last Assessment con-
firm that this climate feedback by stratospheric ozone is neg-
ative but smaller than previously estimated. In addition, there 
is new evidence for an influence of stratospheric ozone on the 
tropospheric and stratospheric circulation response to GHGs 
via ozone-circulation coupling.      

• Relevance of Stratospheric Ozone-Circulation Coupling 
for Trends and Interannual Variability: 

 º Two-way ozone-circulation coupling modulates the 
effects of ozone depletion and recovery on SH strato-
spheric circulation trends, as well as stratospheric inter-
annual variability in the tropics and extratropics in both 
hemispheres.

 º There have been no detectable effects of long-term 
ODS-driven ozone trends in the Arctic on tropospheric 
and surface climate. Yet, new evidence shows that for 
individual years low springtime Arctic ozone can ampli-
fy existing stratospheric circulation anomalies and their 
subsequent influence on tropospheric circulation and 
surface climate. 

• Signature of Ozone Recovery in the Southern 
Hemisphere Circulation: 

 º Antarctic ozone depletion led to pronounced 
changes in the SH atmospheric circulation, as sum-
marized in the previous Assessments. New evidence 
suggests that the recovery of Antarctic ozone is now 
evident as changes in SH atmospheric circulation trends 
between the ozone depletion and recovery eras (the eras 
before and after roughly the year 2000, respectively). 
The observed changes in circulation trends are signifi-
cant at stratospheric altitudes but on the fringe of signifi-
cance in the troposphere; model simulations support the 
hypothesis that the changes in atmospheric circulation 
trends are driven by the onset of ozone recovery.

 º Climate simulations suggest that in the future the effects 
of ozone recovery will compete with the effects of GHG 
increases on SH tropospheric circulation changes, result-
ing in a poleward shift of the mid-latitude jet in all seasons 

under high GHG emissions scenarios but little change or 
even an equatorward shift of the jet in austral summer 
under low GHG emissions scenarios.

• Ozone-Induced Impacts on the SH Ocean and 
Cryosphere:

 º Ocean and Sea Ice: Observed upper Southern Ocean 
warming and freshening since the 1950s is driven pri-
marily by increasing GHGs. Stratospheric ozone deple-
tion plays a secondary role in the warming. In agreement 
with previous Assessments, ozone trends are unlikely to 
have driven the observed high-latitude sea surface tem-
perature cooling and weak sea ice changes since 1979. 
Ocean eddies continue to remain a source of uncertainty 
in the ocean’s response to wind changes.

 º Carbon Uptake: The Southern Ocean carbon uptake 
exhibits strong decadal variations. Ozone changes are 
unlikely to have substantially contributed to the observed 
net change in Southern Ocean carbon uptake, consistent 
with the conclusion from the previous Assessment. 

 º Antarctic Ice Sheet: New modeling evidence suggests 
that stratospheric ozone depletion could potentially 
have influenced the surface mass balance of the Antarctic 
ice sheet by enhancing precipitation over the continent 
in the latter part of the 20th century. However, the under-
lying processes whereby stratospheric ozone depletion 
influences continentwide precipitation are poorly con-
strained; further, observed Antarctic surface mass bal-
ance shows large variability. 

Climate impacts of the Montreal Protocol
• New evidence since the last Assessment shows that the 

decline in ODS emissions due to the implementation of the 
Montreal Protocol has already had an influence on SH circu-
lation trends due to the stabilization and slow recovery of the 
Antarctic ozone hole, leading to a change in trends in the aus-
tral summer tropospheric circulation.

• Recent modeling studies estimate that the Montreal Protocol 
has already resulted in the avoidance of 0.17 ± 0.06 K global 
surface warming and 0.45 ± 0.23 K of Arctic surface warming 
in 2020, and will likely avoid about 0.5–1 K (0.79 ± 0.24 K) of 
global surface warming by the mid-21st century compared to a 
scenario with uncontrolled ODS emissions.

• New evidence since the last Assessment suggests that the 
Montreal Protocol has also potentially avoided an additional 
0.5–1.0 K globally averaged surface warming by the end of 
the 21st century by protecting the terrestrial carbon sink from 
ultraviolet (UV) radiation damage, which would cause addi-
tional CO2 to remain in the atmosphere.
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5.1 INTRODUCTION

A dedicated chapter on ozone-climate interactions has been 
part of the Ozone Assessment reports since 2006. While the main 
focus was initially on how anthropogenic climate change affects 
stratospheric ozone, since 2010 the focus has broadened on two-
way interactions between stratospheric ozone and climate. The 
chapter is similar in scope to Chapter 5 of the 2018 Assessment 
(Karpechko, Maycock et al., 2018), assessing past and projected 
future changes in stratospheric climate and the role of strato-
spheric ozone and ozone-depleting substances (ODSs) for the 
climate system. The chapter builds on the chapters of previous 
Assessments with similar scope, as summarized below.

5.1.1 Summary from the Previous Assessment
Chapter 5 of the previous Assessment (Karpechko, Maycock 

et al., 2018) provided a detailed assessment of our knowledge 
of stratospheric temperature evolution. It was concluded that 
global average temperature in the lower stratosphere (13–22 km) 
cooled by about 1 K between 1979 and the late 1990s but has not 
changed significantly since then. In the lower stratosphere, ozone 
trends were the major cause of the observed cooling between 
the late 1970s and the mid-1990s. In the middle and upper strato-
sphere, long-lived greenhouse gases (GHGs) played a larger role 
in the cooling trends over this period. For the upper stratosphere 
(40 –50 km), one-third of the observed cooling over the period 
1979–2005 was due to ODSs and associated ozone changes, 
while two-thirds was due to well-mixed GHGs. Chemistry-climate 
model projections showed that the magnitude of future strato-
spheric temperature trends is dependent on the assumed future 
GHG concentrations, with higher GHG scenarios showing more 
cooling in the middle and upper stratosphere over the 21st centu-
ry. The projected increase in global stratospheric ozone during 
this period (due to both decreasing ODSs and increasing GHGs) 
would offset part of the stratospheric cooling due to increasing 
GHGs.

The last Assessment concluded that there are indications 
for the acceleration of the stratospheric overturning circulation, 
the Brewer-Dobson circulation (BDC), in the lower stratosphere. 
In particular, observed changes in temperature and constituents 
indicate that tropical upwelling in the lower stratosphere has 
strengthened over the last ~30 years, in qualitative agreement 
with model simulations and reanalysis datasets. It is well under-
stood that enhanced abundances of well-mixed GHGs lead 
to increased tropical upwelling in the lower stratosphere via 
changes in atmospheric wave dissipation. Moreover, changes in 
ODSs (and associated changes in ozone) were concluded to be a 
main driver of past and future changes of the BDC. In particular, 
increases in ODS concentrations between about 1980 and 2000 
induced a notable increase in downwelling over the Antarctic, 
with an associated increase of tropical upwelling. The reduction 
of ODS concentrations after 2000 were simulated to reduce the 
GHG-induced acceleration of the BDC in the future. However, ob-
servational evidence for externally forced long-term changes in 
the BDC remain uncertain. The last Assessment concluded that as 
a consequence of a strengthening of the stratospheric overturn-
ing circulation and stratospheric ozone recovery, a future increase 
in stratosphere-troposphere exchange of ozone is projected to 
occur, increasing the future global tropospheric ozone burden.

Antarctic ozone depletion was concluded to be the 

dominant driver of the changes in Southern Hemisphere tropo-
spheric circulation in austral summer during the late 20th century, 
with associated weather impacts including a trend toward the 
positive polarity of the Southern Annular Mode (SAM) index and 
a wider Hadley cell. The trend toward the positive phase of the 
SAM index is associated with a southward shift of the mid-lati-
tude westerly jet and storm track, resulting in drier conditions at 
higher latitudes of New Zealand and, as a result of the associated 
expansion of the Hadley cell, wetter conditions over subtrop-
ical latitudes of eastern Australia. Surface cooling occurs over 
Antarctica and warming on the peninsula. During other seasons, 
the contribution from increasing well-mixed GHGs played a more 
dominant role. In contrast, no robust links between stratospheric 
ozone depletion and long-term changes in Northern Hemisphere 
surface climate were established.

The changes in tropospheric weather patterns driven by 
ozone depletion were concluded to have played a role in the ob-
served recent temperature, salinity, and circulation trends in the 
Southern Ocean, but the impact on Antarctic sea ice remained 
unclear. Modeling studies indicated that ozone depletion should 
have contributed to a decrease in Antarctic sea ice extent; hence, 
it cannot explain the observed sea ice increase between 1979 
and 2015. The unprecedented rapid decline of Antarctic sea ice 
in 2016 was linked with the strong negative SAM (i.e., an equa-
torward shift of the extratropical surface westerlies) and extra-
tropical sea surface temperature (SST) anomalies forced by the 
tropics. It was concluded that the inability of climate models to 
reproduce the observed Antarctic sea ice trends since 1979 limits 
confidence in the modeled sea ice response to ozone depletion. 
No robust evidence was found for a hypothesized causal link be-
tween the strength of the Southern Ocean carbon sink and ozone 
depletion. A remarkable reinvigoration of the Southern Ocean 
carbon sink was reported to have occurred since the early 2000s, 
following the previously reported slowdown of the carbon sink 
between the 1980s and early 2000s. Those results indicate that 
atmospheric circulation changes (whether driven by ozone de-
pletion or not) have not had a considerable impact on the net 
strength of the Southern Ocean carbon sink.

The last Assessment concluded that as a result of the 
Montreal Protocol, global sea level rise of at least several centi-
meters has been avoided. This sea level rise would have occurred 
due to thermal expansion of the oceans stemming from the addi-
tional global warming from unregulated ODS emissions.

5.1.2 Scope of Chapter  
The overall scope of this chapter is similar to that of Chapter 

5 of the 2018 Assessment (Karpechko, Maycock et al., 2018) 
and Chapter 4 of the 2014 Assessment (Arblaster, Gillett et al., 
2014). It provides an update to our knowledge of changes in 
stratospheric climate and assesses the role of stratospheric ozone 
changes for the climate system. Changes in stratospheric climate 
including temperature, circulation, and water vapor are assessed 
in Section 5.2; the changes are attributed to natural and anthro-
pogenic forcing agents. The evolution of most relevant forcing 
agents is discussed elsewhere in the Assessment (Chapters 1 
and 2) and therefore is only briefly summarized here (in Section 
5.2.1). Section 5.3 discusses the effects of stratospheric ozone 
changes on the whole climate system, from the stratosphere to 
the ocean, including the effect of ODS changes on surface climate 
through their direct radiative effects, for which new evidence has 
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been found since the last Assessment. Since the last Assessment, 
the role of two-way coupling between ozone and circulation re-
ceived much attention, motivating a section on ozone-dynamical 
coupling. The last section of this chapter (Section 5.4) updates our 
knowledge of the climate impacts of the Montreal Protocol. Since 
we are by now well into the period of declining ODS concentra-
tions, we can report on already-realized climate impacts of the 
Montreal Protocol in this section.

5.2 OBSERVED AND SIMULATED CHANGES 
IN STRATOSPHERIC CLIMATE

5.2.1 Overview of Relevant Anthropogenic 
and Natural Forcing Agents 

Stratospheric climate change is influenced by a number 
of anthropogenic and natural external forcings. The evolution 
of most of those forcing agents is described elsewhere in the 
Assessment, so we provide only a brief summary below.

The evolution of ODS concentrations to date is described 
in detail in Chapter 1 and hydrofluorocarbons (HFCs) in Chapter 
2. Overall, ODS concentrations and the related total chlorine 
and bromine loading of the atmosphere have continued to de-
cline since the last Assessment. ODSs impact the climate system 
through their important role in stratospheric ozone chemistry and 
because they are potent GHGs (see Section 5.3.1). 

Anthropogenic GHGs, defined here as the three most im-
portant well-mixed GHGs (carbon dioxide [CO2], methane [CH4], 
and nitrous oxide [N2O]), affect stratospheric temperatures di-
rectly, leading to cooling (see Box 5-1 in Karpechko, Maycock et 
al., 2018). Further, GHG-induced tropospheric warming plays an 

important role in stratospheric climate through its effect on large-
scale circulation. An update on the evolution of global abundanc-
es and growth rates of CH4 and N2O is given in Section 1.5.1 and 
the development of CO2 abundances are covered in great detail 
in the recent Intergovernmental Panel on Climate Change (IPCC) 
report (IPCC, 2021). Briefly, the atmospheric abundance of all 
three GHGs continued to increase at rates similar to or higher than 
in previous years, and CO2 reached a global average annual mean 
mixing ratio of 412.45 ppm in 2020. The CH4 annual mean mixing 
ratio reached about 1874 ppt in 2020, and N2O reached about 
333 ppt in 2020 (see Section 1.5.1). The effects of the COVID-19 
pandemic on the world economy resulted in a notable reduction 
of CO2 emissions of about 7% compared to 2019 (Le Quéré et al., 
2021; Szopa et al., 2021). But since atmospheric CO2 concen-
trations are the result of the balance of a number of source and 
sink processes, the effect of those reduced emissions was not de-
tected in global abundances or in the atmospheric concentration 
growth rate (Szopa et al., 2021). 

The evolution of the global stratospheric ozone layer is de-
termined by atmospheric chemistry and dynamics (described in 
detail in Chapter 3), but stratospheric ozone also acts as a forc-
ing agent on the atmosphere and the climate system. The global 
ozone layer is beginning to recover from the effects of ODSs, with 
the near-global mean (60°S–60°N) total ozone column increas-
ing by about 0.3% decade–1 since the late 1990s. Therefore, the 
impacts of stratospheric ozone changes on the climate system 
(Section 5.3) are generally expected to reverse with ozone re-
covery, which started to appear in the late 1990s to early 2000s. 
However, ozone changes over the past two decades are region-
ally dependent, and they are strongly influenced by interannual 
variability (see Chapters 3 and 4), complicating the detection of 
reversals of ozone-induced trends in stratospheric temperature 

Box 5-1. The Hunga Tonga-Hunga Ha’apai Volcanic Eruption of January 2022

Some past major volcanic eruptions have impacted the ozone layer, the stratospheric circulation, and surface climate (see 
Sections 5.2 and 6.6, and the Chapter 6 Appendix). The observed stratospheric changes from these events are particularly valuable 
for understanding the Earth’s response to volcanic eruptions, but also for testing, and improving the representation of stratospheric 
aerosol microphysics, chemistry and dynamics in Earth system models. A very recent major eruption that injected a large amount 
of material into the stratosphere was the Hunga Tonga-Hunga Ha’apai (20.5°S, 175.4°W; hereafter referred to as HTHH) eruption 
in January 2022. HTHH produced two major phreatomagmatic (magma and seawater) eruptions on 13 and 15 January 2022. The 
second eruption initially injected material to altitudes greater than 55 km, which is higher than the stratopause and into the lower me-
sosphere (Carr et al., 2022). Satellite observations showed westward transport and diffusion of the HTHH plume in the stratosphere 
throughout the SH low latitudes and into the tropics in the months following the eruption. 

The HTHH eruption led to significant perturbations in the stratosphere. Observations from satellite remote-sensing and bal-
loon-borne instruments show the eruption injected SO2 and HCl into the stratosphere, along with large amounts of H2O. The H2O 
injection was far beyond anything previously observed (Millán et al., 2022), while SO2 and HCl amounts were within the emissions 
range from past observed eruptions. The total SO2 amount emitted into the stratosphere (eventually converted into sulfate aerosol 
particles) was estimated to be 0.4– 0.5 Tg. In comparison, the SO2 amount injected into the stratosphere by the 1991 Mt. Pinatubo 
eruption was 15–20 Tg. Measurements from the Microwave Limb Sounder on the Aura satellite and balloon profiles show perturba-
tions of stratospheric water that are unprecedented in the observational record in terms of both magnitude and altitude range. Initial 
estimates indicate that HTHH added about 10% to the total stratospheric water vapor burden.

Over the next few years, the eruption impact on ozone will be determined from observations and analyzed using model simu-
lations. The injected H2O and sulfate aerosol are expected to continue to perturb the stratosphere globally and, in particular, in the 
polar regions over the next years. A more complete understanding of this major and unique event will be available in the 2026 ozone 
assessment.
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and circulation. In the future, stratospheric ozone is projected to 
recover from the effects of ODSs and to be influenced by increas-
ing GHG concentrations, leading to considerable dependency of 
the future evolution of stratospheric ozone on the GHG scenario 
(see Chapter 3).

Perturbations to stratospheric aerosol concentrations can 
have a substantial impact on stratospheric temperatures (see 
Section 5.2.2 and Chapter 6). Sources of stratospheric aerosols 
are primarily volcanic eruptions, but pyrocumulonimbus events 
associated with wildfires can also inject substantial amounts of 
aerosols into the stratosphere. In particular, the recent devastat-
ing bushfires that occurred in austral spring to summer 2019/20 
in Australia (often referred to as Australian New Year fires) inject-
ed an unprecedented amount of aerosols from wildfire sources 
into the stratosphere, estimated to be comparable to a small-
er-magnitude volcanic eruption (see Section 6A.4). While there 
has been no major volcanic eruption since Mt Pinatubo in 1991, 
smaller eruptions led to enhanced aerosol levels between 2005 
and 2014, approximately doubling stratospheric aerosol optical 
depth compared to volcanic quiescent periods (see Section 6.6). 
The explosive eruption of Hunga Tonga-Hunga Ha’apai in January 
2022 is expected to impact stratospheric ozone, circulation, and 
potentially surface climate (see Box 5-1). The origins and impacts 
of stratospheric aerosol injection are further detailed in Chapter 6.

Another external natural forcing on stratospheric climate is 
variability in the amount of total solar irradiance reaching the top 
of Earth’s atmosphere. Particularly relevant for the understanding 
of stratospheric climate trends over recent decades is the 11-year 
solar cycle. While the total solar irradiance varies by less than 0.1% 
(or about 1 W m–2; Haigh, 2007) across the 11-year solar cycle, it 
has a notable influence on stratospheric ozone and temperature, 
as detailed in Chapter 3.

5.2.2 Stratospheric Temperatures
Stratospheric temperature variability and trends are key as-

pects of the climate system related to stratospheric ozone. Ozone 
and temperature changes are coupled in the stratosphere, where 
ozone influences temperature via radiative effects and tempera-
tures impact both ozone-photochemical reaction rates and, in the 
polar regions, the frequency of occurrence of polar stratospheric 
clouds (PSCs) and associated impacts on heterogeneous chemi-
cal reaction rates (Section 4.2.2.2, see also Box 5-2). Quantifying 
and modeling past temperature changes are key goals for attri-
bution and a requisite for confidently projecting future changes.

The 2018 Assessment highlighted improved estimates of 
observed stratospheric temperature trends from reprocessed 
datasets and attributed past and future temperature variability 
based on chemistry-climate model simulations (see Section 5.1.1). 
The major updates since 2018 involve lengthening and further 
analyses of the observational record, including use of radio oc-
cultation measurements beginning in 2002 and further modeling 
studies of past and future temperature evolution.

5.2.2.1 Observed Temperature Changes
Observations of stratospheric temperature come from op-

erational and research satellite measurements, radiosondes, and 
long-term lidar measurements at a limited number of stations. 
Radiosonde observations extend from the surface to the lower 
stratosphere (~25 km) and span the longest period (since the late 

1950s) but are influenced by discontinuities due to instrumenta-
tion changes and limited global sampling. Homogenized radio-
sonde datasets, such as RAOBCORE and RICH (Haimberger et 
al., 2012), have been constructed to address the instrumentation 
changes and derived trend results show reasonable agreement 
with temperature trends across broad layers in the lower strato-
sphere from satellite data (e.g., Steiner et al., 2020).

Global satellite measurements of tropospheric and strato-
spheric temperatures are available from the series of operational 
MSU and SSU instruments from late 1978 to 2005. These data 
represent broad-layer ~10 km and ~20 km averages atmospheric 
temperatures for the MSU and SSU measurements, respectively. 
The MSU time series have been updated using measurements 
from the series of AMSU instruments, which began in 1998. 
Merged time series of MSU/AMSU have been produced by sev-
eral teams, including at the University of Alabama in Huntsville 
(UAH; Spencer et al., 2017), Remote Sensing Systems (RSS; Mears 
et al., 2011), and the NOAA Center for Satellite Applications and 
Research (STAR; Zou and Wang, 2011), with all three taking into 
account instrument calibration, satellite orbit changes, and other 
influences. These different merged datasets produce reasonably 
consistent time series and trend results, especially for the lower 
stratosphere (Steiner et al., 2020). The SSU time series from 1978 
to 2005 were separately merged by Zou et al. (2014) and Nash 
and Saunders (2015), producing similar results within data uncer-
tainties (Seidel et al., 2016; Maycock et al., 2018); the Zou et al. 
(2014) data exhibited more consistent vertical structure among 
the different SSU channels (Seidel et al., 2016). Zou and Qian 
(2016) extended the Zou et al. (2014) SSU data record beyond 
2005 using AMSU measurements, and time series were inde-
pendently updated by Randel et al. (2016) using research satellite 
data from Aura MLS (Livesey et al., 2022) and SABER (Remsberg 
et al., 2008). The updated SSU/AMSU and SSU/MLS time series 
show excellent agreement through 2018 (Steiner et al., 2020).

Time series of global average temperatures in the tropo-
sphere and stratosphere continue to develop as expected (see 
Figure 5-1, providing an update of the data in Steiner et al., 
2020), with a warming troposphere and a cooling stratosphere. 
The stratospheric cooling increases with height, with a net cooling 
over the period 1979–2020 of approximately 0.8, 2.2, 2.6, and 
3.1 K for the lower to upper stratosphere, respectively. As noted 
in the 2018 Assessment and in the recent IPCC report (Gulev et 
al., 2021), the rate of decadal-scale stratospheric cooling is larger 
prior to the late 1990s, with very small long-term changes in the 
lower stratosphere (TLS) after this time. The long-term trends are 
modulated by the well-known transient warming events in the 
lower to middle stratosphere following the El Chichón (1982) and 
Pinatubo (1991) volcanic eruptions, and the upper stratosphere 
is further modulated by the 11-year solar cycle. The lower strato-
spheric temperature (TLS) shows a short-term (~4 months) tran-
sient warming in early 2020 following enhanced stratospheric 
aerosols from the Australian New Year fires (Yu et al., 2021; Rieger 
et al., 2021).

Recent stratospheric temperature trend analyses include re-
sults from high-quality radio occultation measurements, covering 
an altitude range of ~10 –30 km with a vertical resolution of ~1 
km, with global observations after 2002 (Shangguan et al., 2019; 
Steiner et al., 2020). While the data record is still relatively short 
for climate variability and trends, these measurements will be-
come increasingly important as the data record lengthens in time.
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Box 5-2. Impact of GHG-Induced Stratospheric Cooling on Ozone Chemistry

The observed cooling of the stratosphere is driven by changes in ozone, ODSs, GHGs, stratospheric aerosols, and solar variabil-
ity. Increasing concentrations of CO2 are a major contributor to this cooling (see Box 5-1 in Karpechko and Maycock et al., 2018 and 
Section 5.2.2). Other GHGs modestly enhance this cooling in the middle and upper stratosphere, while in the lower stratosphere, 
some GHGs (in particular halocarbons) oppose it to some extent (Ramaswamy et al., 2001). This radiatively driven decrease in strato-
spheric temperatures can be modified by dynamical processes. Climatologically, the stratospheric global overturning circulation 
leads to adiabatic cooling of the tropics, and adiabatic warming in the extratropics; the projected strengthening of the overturning 
circulation in response to GHG increases (see Section 5.2.4) can increase this dynamical cooling/heating. However, any forced 
modifications of the circulation at polar latitudes (i.e., changes in the polar vortex and associated polar descending motion) have 
been obscured by strong interannual variability in the past, and are largely model dependent for future projections, in particular in 
the Arctic (Section 5.2.6.1). This masks any clear trend in winter/spring Arctic lower stratospheric temperatures (Chapter 4).

The GHG-induced changes in stratospheric temperatures alter ozone chemistry. The abundance of ozone at a particular loca-
tion in the stratosphere is governed by three processes: photochemical production, destruction by catalytic cycles, and transport 
processes. The catalytic destruction cycles occur through homogeneous gas-phase chemistry. In the polar lower stratosphere, het-
erogeneous chemical processes are also essential for creating the conditions that allow gas-phase ozone loss to occur. The efficien-
cies of both homogeneous as well as heterogeneous chemical processes depend on temperature, but in different ways. Therefore, 
stratospheric cooling from GHGs can have contrasting impacts on chemical ozone changes in different regions of the atmosphere, 
as detailed in the following.

Homogeneous Chemistry

In the stratosphere, ozone is produced by the photolysis of molecular oxygen in a process that is independent of temperature 
and maximizes in the tropical upper stratosphere. Globally this production is balanced by ozone loss through catalytic cycles involv-
ing homogeneous (gas-phase) chemical reactions. The stratospheric circulation transports ozone from regions of net production to 
regions of net loss. Globally, the most important ozone loss cycles involve reactive nitrogen and hydrogen, although chlorine and 
bromine play important roles in certain regions such as the polar lower stratosphere (Chapter 4) and upper stratosphere (Chapter 3). 
The reaction rates of these loss cycles are temperature dependent, and generally slow down with lower temperatures, causing a net 
increase in ozone. This inverse relationship between ozone and temperature changes was discovered for the upper stratosphere in 
the 1970s (Barnett et al., 1975) and the mechanisms have been explored in model simulations since the early 1980s (Haigh and Pyle, 
1982). Overall, the slowdown in gas-phase ozone destruction leads to an increase in ozone due to GHG-induced cooling, particular-
ly evident in the middle and upper stratosphere (see Chapter 3). 

Heterogeneous Chemistry in the Polar Stratosphere

In the polar lower stratosphere, heterogeneous reactions that occur on the surface of polar stratospheric clouds (PSCs; frozen 
particles and supercooled liquid aerosols) become important. These reactions are responsible for converting chlorine (and to a lesser 
extent bromine) species into active, ozone-destroying forms. This leads to rapid gas-phase ozone loss once sunlit after the end of the 
polar night. PSCs form at temperatures below about 195 K. The Antarctic stratosphere reaches temperatures low enough for PSC for-
mation for several weeks in winter and spring every year, but PSC occurrence is much less common and extensive in the Arctic except 
during very cold winters and springs. Under these specific conditions, significant springtime Arctic ozone destruction is observed 
(Chapter 4). While GHG-induced cooling is generally weak in the lower stratosphere (see Section 5.2.2), it could potentially lead to 
favorable conditions for PSC formation in the Arctic lower stratosphere, and therefore increase ozone depletion. Therefore, if GHG-
induced cooling dominates Arctic lower stratosphere temperature changes in the future, we could expect enhanced springtime 
ozone depletion (Chapter 4 and Section 4.5.3.3), especially while chlorine and bromine levels remain elevated. 

In summary, it is well understood that global ozone, especially in the middle and upper stratosphere, increases with decreasing 
temperatures as the key gas-phase ozone destruction reactions slow down. The GHG-induced cooling has contributed to the ob-
served increase in upper stratospheric ozone over the past two decades (since about year 2000), and will continue to do so in future 
projections that include rising GHG abundances (see Chapter 3). At polar latitudes, there is potential for enhanced ozone depletion 
due to an increased occurrence of PSCs with lower temperatures. However, it is still under debate whether GHG-forced changes 
in Arctic lower stratospheric temperatures have already affected PSC formation. Since the Arctic stratosphere is highly dynamically 
variable, it is also difficult to assess whether future GHG increases will lead to more favorable conditions for PSC formation (see 
discussion in Chapter 4).

In addition to satellite and radiosonde stratospheric tem-
perature measurements, there are several meteorological reanal-
ysis datasets covering the stratosphere provided by meteorolog-
ical services. Reanalysis products are widely used in the research 
community for process studies, but developers have cautioned 

against their use for long-term trend studies because of discon-
tinuities introduced by the integration of different satellite data 
records (see also Box 3-2). There continue to be refinements in 
reanalysis systems that improve representation of trends in the rel-
atively data-rich lower stratosphere (e.g., for ERA5.1; Simmons et 
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Figure 5-1. Time series of global average temperature anomalies for broad-layer averages from the middle troposphere to the 
upper stratosphere (bottom to top). Satellite observations are shown for 1979–2020 (see legend), updated from data described 
in Steiner et al (2020). Note that results from the different observational data sets often overlap, highlighting broad-scale agree-
ment.  Temperature anomalies are also shown for WACCM model simulations (green colors) for the recent past (1960 –2018), 
from the so-called Ref-D1 CCMI-2022 simulations incorporating known historical forcings, and including 4 separate realizations. 
Simulations for 2015–2100 follow the Ref-D2 CCMI-2022 specifications, using SSP2-4.5 forcing and WMO2018 A1 halogens; 
the runs include an interactive ocean, and 3 realizations are shown. Anomalies from the two sets of model runs are merged for 
the overlap period 2015–2018.

al., 2020; Santer et al., 2021). However, significant differences in 
temperature variability and trends are evident among the current 
generation of reanalyses in the middle and upper stratosphere, 
where they rely primarily on satellite data (e.g., Long et al., 2017; 
SPARC, 2022).

5.2.2.2 Simulation and Attribution of Past and 
Future Stratospheric Temperature Changes

The 2018 Assessment included a review of chemistry-cli-
mate model simulations compared to observations, concluding 
that the model-simulated temperatures were in agreement with 
observations from the lower to the upper stratosphere for the 
period 1979–2016. GHG increases are the dominant mechanism 
for cooling in the middle and upper stratosphere, modulated by 
ozone changes linked with evolving ODSs and temperature-de-
pendent photochemistry (Aquila et al., 2016; Maycock et al., 
2018). Ozone changes that occurred between the start of the ob-
servational record in 1979 and the mid-1990s are the dominant in-
fluence on temperature in the global lower stratosphere. Stability 
of lower stratospheric ozone after the late 1990s accounts for the 
relatively constant TLS temperatures after that time, extending to 
2020. Figure 5-1 includes an updated comparison of observa-
tions with simulations of the recent past from one model, show-
ing quantitative agreement for a model forced by observed SSTs, 
GHGs, and ODSs, along with volcanic and solar cycle effects. 
Comparisons of lower stratosphere temperature trends across 
the suite of CMIP6 models using historical forcings highlights 

significant variability among models but consistent agreement 
(within uncertainties) with homogenized radiosonde data and 
ERA5.1 (Mitchell et al., 2020).

Model projections of future atmospheric temperature 
changes over the 21st century show continued cooling in the mid-
dle and upper stratosphere (Figure 5-1). Updated evaluations of 
past and future temperature changes quantify the relative roles of 
GHGs and ODSs in these trends (Garcia et al., 2019). Ozone de-
creases lead to relatively strong contributions to middle-to-upper 
stratosphere cooling during the period of strongest ozone losses 
(1975–1995); smaller stratospheric temperature trends have oc-
curred prior to and after this period. Modeled future middle-at-
mosphere temperature trends are dominated by GHG changes, 
with simulated cooling directly related to the GHG scenario, e.g., 
stronger cooling for RCP8.5 versus RCP6.0 (Figure 5-2) and re-
duced cooling trends after about 2060 for SSP2-4.5 (Figure 5-1). 
Stratospheric cooling is modulated by corresponding ozone 
changes, with weaker cooling over the first half of the 21st century, 
driven by increases in ozone in the upper stratosphere due to de-
creasing ODSs under the Montreal Protocol.

Overall, our assessment is in agreement with the IPCC (Gulev 
et al., 2021; Eyring et al., 2021; Lee et al., 2021) in all aspects re-
garding the evolution of stratospheric temperature. In summary, 
observational records show continued cooling of the global mid-
dle and upper stratosphere (at a rate of about –0.6 K decade–1), 
while lower-stratospheric temperatures have shown no signif-
icant trends since the late 1990s. Model projections of future 
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atmospheric temperature changes over the 21st century show 
continued cooling in the middle and upper stratosphere, with the 
magnitude depending on the GHG emissions scenario. This evo-
lution is consistent with the expected effects of changes in ozone, 
ODSs, and GHGs, as well as variability induced by stratospheric 
aerosols and solar variability.  

5.2.3 Stratospheric Water Vapor
Stratospheric water vapor directly influences the climate 

system through longwave radiative processes, wherein increased 
water vapor cools the lower stratosphere and warms the tropo-
sphere (Forster and Shine, 1999; Solomon et al., 2010; Li and 
Newman, 2020). Stratospheric water vapor also influences ozone 
abundances through its role as a source of reactive hydrogen 
(HOx) and via the formation of PSCs. The 2018 Assessment high-
lighted continuing measurements of water vapor from satellites 
and balloons and their general agreement in terms of variability 
and changes. The observational satellite data record of strato-
spheric water vapor, which is based on merged datasets from 
the early 1990s to the present, is characterized by large decadal-
scale variability, including well-known decreases around the year 
2000 (e.g., Solomon et al., 2010) and increases thereafter (Yue 
et al., 2019). However, there are no significant long-term trends 
in the observations over the period 1993–2020 (Yu et al., 2022). 
Recent work has strengthened the observational understanding 
of processes influencing water vapor entry across the tropical tro-
popause, along with improving the evaluation of updated model 

simulations and improving theoretical knowledge on water vapor 
radiative effects, as discussed below.

5.2.3.1 Processes Controlling Water Vapor Entry 
Across the Tropical Tropopause

Stratospheric water vapor is primarily controlled by the 
freeze-drying of air passing through the cold tropical tropopause, 
under the influence of the mean upward tropical Brewer-Dobson 
circulation (BDC). Transport through monsoon circulations and 
overshooting deep convection can also contribute, but these 
are likely small effects (Nuetzel et al., 2019; Jensen et al., 2020; 
O’Neill et al., 2021). Water vapor increases with height in the 
stratosphere due to the slow oxidation of methane (CH4), and this 
contribution becomes relatively important in the tropics above 
~25 km, or at higher latitudes where stratospheric air is relatively 
“aged” (Waugh and Hall, 2002). Observed increases in tropo-
spheric CH4 (see Section 5.2.1) are estimated to contribute ~0.1 
ppmv decade–1 to the water vapor trend above the middle strato-
sphere, accounting for a substantial fraction of the 2002–2018 
observed trends in this region from the SABER satellite (Yue et al., 
2019). High-quality satellite measurements of stratospheric water 
vapor since the early 1990s (from the HALOE, SABER, and Aura 
MLS satellites) provide improved understanding of processes in-
fluencing variability and trends. Comparisons of satellite data with 
stratospheric balloon measurements at several locations (Hurst et 
al., 2016) suggested a possible drift in MLS v4.2 water vapor re-
trievals after 2010, which has been partially corrected in updated 
MLS v5.1 retrievals (Livesey et al., 2021).

Satellite observations demonstrate strong control of tropical 
tropopause temperatures on interannual water vapor changes 
throughout the near-global (60°S–60°N) stratosphere (Randel 
and Park, 2019). Tropical lower stratosphere water vapor vari-
ations are strongly correlated with the cold point tropopause 
(Figure 5-3, left panel). The associated near-equatorial water 
vapor anomalies subsequently propagate vertically in the trop-
ics and poleward in the lower stratosphere, following the BDC. 
Reconstruction based on lagged regressions with tropopause 
temperatures capture a majority of water vapor variability in these 
regions (Figure 5-3, right panel). Water vapor variations in the 
extratropical lowermost stratosphere (below the 380 K isentro-
pe), which are key for radiative effects, are less strongly coupled to 
the tropical tropopause. The close relationship of tropical strato-
spheric water vapor and tropopause temperature also occurs 
for zonal asymmetries (Suneeth and Das, 2020). Boreal summer 
monsoon circulations contribute to water vapor transport into 
the deep tropics (Nuetzel et al., 2019), contributing up to 14% 
to the moist phase of the annual cycle (i.e., the tropical tape re-
corder). This results in somewhat weaker coupling of water vapor 
with tropical tropopause temperatures in this season (Randel and 
Park, 2019). While convective ice lofting associated with extreme 
convection has been discussed as a possible contribution to the 
stratospheric water vapor budget, enhancements above back-
ground concentrations occur infrequently in the deep tropics and 
have a limited impact (Jensen et al., 2020; Plaza et al., 2020; Feng 
and Huang, 2021). Observations suggest direct hydration is more 
important over North America during boreal summer, with the 
influence of direct water injection reaching up to approximate-
ly 1 km above the local cold point tropopause (Yu et al., 2019; 
Wang et al., 2019a; Jensen et al., 2020). Over the coming years, 
we expect to see perturbations in stratospheric water vapor from 

Figure 5-2. Projected global mean temperature trend pro-
files for periods in the early (2015–2035) and late (2055–
2075) 21st century calculated from the WACCM chemistry–
climate model for the RCP6.0 (solid) and RCP8.5 (dashed) 
emissions scenarios. The uncertainty ranges (2 standard de-
viations) are shown for 2015–2035 trends in both scenarios 
and are also representative of the uncertainties for the 2055–
2075 profile. [From Garcia et al., 2019.]
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Figure 5-3. Temperature control of water vapor entry at the tropical tropopause. (left) Time series of deseasonalized anomalies 
in tropical cold point tropopause (CPT) temperature from GPS radio occultation (10°S–10°N) and equatorial (5°N–5°S) 83 hPa 
water vapor from Aura MLS. (right) Correlation of deseasonalized anomalies in Aura MLS water vapor over 2004–2020 versus 
water vapor reconstructed from lagged regressions onto the tropical CPT. [Updated from Randel and Park (2019) using MLS v5.1 
H2O retrievals (Lambert et al., 2020).]

the unprecedented eruption of the Hunga Tonga-Hunga Ha’apai 
volcano (see Box 5-1).

5.2.3.2 Updates on Modeling and Understand-
ing of Radiative Effects of Stratospheric Water 
Vapor

Stratospheric water vapor has been analyzed in CCMI and 
CMIP6 models, showing overall consistent behavior compared 
to observations and close coupling to tropical tropopause tem-
peratures within each model. However, there is a large diver-
sity among models in cold point temperatures and water vapor 
amounts (Keeble et al., 2021; Garfinkel et al., 2021). Climate 
change projections consistently show decadal-scale increas-
es in tropopause temperatures and stratospheric water vapor. 
Detailed calculations demonstrate that water vapor exhibits a 
similar response to diverse climate forcing agents (including CO2, 
CH4, solar variability, and sulfate aerosol) through slow feedbacks 
involving equilibration of SSTs. For forcings that directly warm the 
tropical tropopause region, such as black carbon aerosols, water 
vapor changes mostly represent a fast (non-SST-mediated) rather 
than a slow response (Wang and Dessler, 2020).

There is improved understanding of the climate feedback 
through stratospheric water vapor changes from analyses of 
large perturbations in idealized CO2 quadrupling experiments 
within the multi-model CMIP5 effort (Banerjee et al., 2019) and 
analyses from experiments in individual model studies (Li and 
Newman, 2020; Huang et al., 2020). Stratospheric water vapor 
increases produce a positive net climate feedback, contributing 
up to ~10% of the global mean surface warming under CO2 qua-
drupling. However, there is considerable intermodel variability in 
these results, possibly due to both intermodel differences (e.g., in 
radiative transfer codes) and differences in calculation of the feed-
back (e.g., offline radiative feedback calculations versus fixed 
water vapor experiments). Results from one model suggest that 
associated feedbacks from upper-tropospheric temperatures and 

clouds can reduce the surface warming feedback to a few percent 
(Huang et al., 2020). These differences call for improved under-
standing of the complex feedback mechanisms, and for quantify-
ing the differences in methodologies used to calculate the feed-
backs. Calculations highlight the important role of water vapor in 
the extratropical lowermost stratosphere for radiative feedback. 
Water vapor also impacts stratospheric temperatures and circu-
lation, including contributing ~30% of the simulated acceleration 
of the BDC in one model (Li and Newman, 2020). 

In summary, new studies since the last Assessment led to 
improved process understanding of water vapor entry to the 
stratosphere by showing that interannual changes in lower-strato-
spheric water vapor are quantitatively consistent with observed 
tropical tropopause temperatures. Monsoon circulations and 
overshooting convection have relatively small contributions. 
Models predict small decadal-scale increases in tropopause 
temperature and lower-stratospheric water vapor as a response 
to GHG increases, but these changes are not evident within the 
year-to-year variability of the observational records. Lastly, radia-
tive effects of stratospheric water vapor under climate change are 
sizable but exhibit considerable model uncertainty.

5.2.4 Brewer-Dobson Circulation 
Chapter 5 of the previous Assessment (Karpechko, Maycock 

et al., 2018) showed that the discrepancy in trends in the strength 
of the BDC between observations and models, first pointed out 
in the 2000s (Engel et al., 2009; Waugh et al., 2009), can be rec-
onciled in the lower stratosphere but persists in the mid-to-upper 
stratosphere. Specifically, models project a robust strengthening 
of the BDC throughout the stratosphere in response to increasing 
GHGs. The 2018 Assessment shows that while there is observa-
tional evidence to support the strengthening of the BDC in the 
lower stratosphere, observations from tracer measurements 
show weakening trends (albeit not significant) at upper levels 
(above ~24 km).
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Since the 2018 Assessment, a number of studies have ad-
vanced knowledge on this open question by providing new es-
timates of the uncertainty in stratospheric mean age of air (AoA) 
derived from tracer observations. Mean AoA is a measure of the 
average transport time from a reference surface (e.g., the tropo-
pause or ground) to a certain point in the stratosphere and thus 
quantifies the integrated strength of the BDC. A negative trend 
in AoA would therefore be consistent with a strengthened BDC. 
AoA can be estimated from long-lived tracers and compared 
to models (see Box 5-2 in Karpechko, Maycock et al., 2018). 
However, deriving AoA values from observations that are compa-
rable with models is not trivial, and understanding how different 
factors influence the trends is key, given the small trend values rel-
ative to the large internal variability. Uncertainties are due to the 
nonlinearity of tracer time series (Garcia et al., 2011; Fritsch et al., 
2020), as well as to chemical sinks, in particular of SF6 (sulfur hexa-
fluoride; Kouznetsov et al., 2020; Kovacs et al., 2017; Leedham-
Elvige et al., 2018; Adcock et al., 2021; Loeffel et al., 2022). 

Similar to the 2018 Assessment, the best estimates of the 
observed and modeled trends are of opposite sign in the north-
ern middle stratosphere. This is illustrated in Figure 5-4, which 
shows the most recent estimates of mean AoA trends at northern 
mid-latitudes in the middle stratosphere in observations and 
models. The model output has been subsampled to mimic the 
limited sampling of the observations (following Abalos et al., 
2021). A new result is that the large observational uncertainties 
in the latest estimates result in a partial overlap with the model 
trends (over 50% of the simulation error bars have some overlap 
with the lower bound in the latest observational estimate). This 
modest step toward convergence of the modeled and observed 
ranges partly results from the larger uncertainties in the model 
trends when accounting for the limited spatial and temporal sam-
pling in the observations (as pointed out in Garcia et al., 2011) 

and partly from updated parameters in the derivation of AoA from 
observed tracer abundances (Fritsch et al., 2020). Additional un-
certainty that is not fully taken into account arises from the model 
results being based on idealized AoA tracers and therefore not 
exactly comparable with the observational estimates, which are 
based on real tracers. While acknowledging these uncertainties is 
a key advance since the 2018 Assessment, there remains a clear 
disagreement in the sign of BDC trends between models and ob-
servations in the middle and upper stratosphere. 

New evaluation of the BDC in reanalyses since the last 
Assessment provides evidence that the spread in the climatology 
and the trends is too large among different reanalysis products 
to help constrain their values (Chabrillat et al., 2018; Ploeger et 
al., 2019; Diallo et al., 2021; Chapter 5 of SPARC, 2022). Most 
reanalyses feature an acceleration of the BDC (i.e., a negative AoA 
trend) over the last ~30 years, consistent with models but incon-
sistent with observations, as shown in Figure 5-5. However, this 
figure also reveals the important differences in the magnitude and 
spatial structure of the trends across different reanalysis datasets. 
ERA-Interim is the only reanalysis showing positive AoA trends in 
the NH mid-to-upper stratosphere over the period considered. 
These positive trends are consistent with observations but in-
consistent with other reanalyses, including the new-generation 
ECMWF reanalysis, ERA5 (Figure 5-5; for further details, see 
Chapter 5 of SPARC, 2022). 

Decadal changes in AoA over the most recent period (since 
approximately 2002) obtained from satellite tracer measurements 
reveal an inter-hemispheric asymmetry, with BDC strengthening 
(AoA decrease) in the Southern Hemisphere and weakening 
(AoA increase) in the Northern (Stiller et al., 2012; Mahieu et al., 
2014; Stiller et al., 2017; Strahan et al., 2020; Han et al., 2019). 
Such asymmetry in recent decadal AoA changes is captured by 
all modern reanalyses (Ploeger et al., 2019; 2021; Ploeger and 

Figure 5-4. Mean AoA trends for the period 
1975–2005 from observations and model simula-
tions, with model data sampled at times and loca-
tions corresponding to the observations (Engel et 
al., 2009; Fritsch et al., 2020). Specifically, AoA 
is averaged over 24–35 km log-pressure altitudes 
and sampled at the same latitudes and months as 
the observations. Three families of model simula-
tions are shown: CCMI REF-C1, CMIP6 historical, 
and CCMI2 REF-D1. Each model is represented in 
a different color, and multiple ensemble simula-
tions are included for some models, to account for 
the influence of internal variability on the trends. 
The mean AoA trend derived from observations is 
shown on the left (inside the gray shaded area): the 
original value from Engel et al. (2009) (light gray), 
and that obtained from the same data but using an 
updated method to derive AoA from tracer concen-
trations, as described in Fritsch et al. (2020) (dark 
gray). Error bars represent least square regression 
slope uncertainty at the 95% confidence level for 
the models, while for the observations they include 
additional measurement error estimates. [Adapted 
from Abalos et al., 2021.] 
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Figure 5-5. Trends in mean AoA in four modern reanalyses over the period 1989–2015 (shading), computed using the Lagrang-
ian transport model CLaMS. Thin solid contours show the mean AoA climatology, with contour spacing of six months. The solid 
thick contour shows the lapse-rate WMO tropopause. Thin dashed contours show selected isentropes with labeled values in K. 
Note that the updated ERA5.1 is used for the 2000 –2006 period in the ERA5 panel, as in Ploeger et al. (2021). [Adapted from 
Ploeger et al., 2019, 2021.]  

−50 0 50
Latitude (deg)

10

15

20

25

30

35

40
MERRA2

−50 0 50

10

15

20

25

30

35

40

1 1

1 2

2 3
3 4

4 5

5
6

6

340

340

380

380

420

500

600

800

1000

−50 0 50
Latitude (deg)

10

15

20

25

30

35

40
JRA55

−50 0 50

10

15

20

25

30

35

40

1

1 2

2 3

3
4

4

340

380
420

420

500

600

800

1000

−1.2
−1.0
−0.8
−0.6
−0.4
−0.2

0.0
0.2
0.4
0.6
0.8
1.0

AoA (yr/dec)

−50 0 50
Latitude (deg)

10

15

20

25

30

35

40
ERAInt

−50 0 50

10

15

20

25

30

35

40

1

1 2
2 3

3 4

4

340

380
420

420

500

600

800

1000

−50 0 50
Latitude (deg)

10

15

20

25

30

35

40
ERA5

−50 0 50

10

15

20

25

30

35

40

1 1

1 2

2 3
3 4

4 5

5

5

340

380
420

420

500

600

800

1000

A
lti

tu
d

e 
(k

m
)

A
lti

tu
d

e 
(k

m
)

A
lti

tu
d

e 
(k

m
)

A
lti

tu
d

e 
(k

m
)

Garny, 2022). The mechanism proposed to explain these chang-
es consists of a southward displacement of the region of tropical 
upwelling and associated changes in mixing, which in turn has 
been linked to decadal variability associated with the Quasi-
Biennial Oscillation (QBO; Strahan et al., 2020). Differences in 
changes in the deep and shallow residual circulation branches 
have also been proposed to affect the inter-hemispheric asym-
metry (Han et al., 2019, Ploeger and Garny, 2022). These recent 
studies highlight the crucial role of internal climate variability in 
limiting the detection of externally forced long-term trends over 
the observational period. In particular, it is important to account 
for this decadal internal variability in transport in order to interpret 
recent trends in lower-stratospheric ozone (see Chapter 3).

In model simulations, two main external forcings dominate 
the long-term BDC trends: trends in GHGs and trends in ODSs. 
The proposed mechanism for the former is that as well-mixed 
GHGs warm the troposphere, the associated changes in ther-
mal wind balance in the subtropical lower stratosphere modify 
wave propagation and dissipation conditions, which in turn 
accelerate the residual circulation (Shepherd and McLandress, 

2011). A robust strengthening of the BDC with GHG increases 
has been projected by models for decades, and new multi-model 
studies provide updated confirmation of this result (Eichinger et 
al., 2019; Polvani et al., 2019; Abalos et al., 2021). The global 
stratospheric mean AoA is projected to decrease about –0.05 
years decade–1 over the 21st century under the RCP6.0 scenario 
(Eichinger et al., 2019). In general, trends emerge faster in the 
integrated measure of mean AoA compared to the residual cir-
culation strength and emerge faster in the lower stratosphere 
(shallow branch) than in the middle stratosphere (deep branch) 
(Abalos et al., 2021). While ODSs are also well-mixed GHGs, 
their main impact on the BDC occurs through the dynamical 
coupling with Antarctic ozone depletion (Abalos et al., 2019). 
Specifically, the polar lower-stratospheric cooling due to ozone 
depletion delays the polar vortex breakdown (see Section 5.2.6.1) 
and leads to enhanced wave propagation in austral summer. The 
key role of ODSs on the BDC trends highlighted in the previous 
Assessment has been confirmed by further studies over the last 
few years. Specifically, ozone depletion was the main driver of 
the acceleration in austral summer polar downwelling over the 
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last decades of the 20th century. Moreover, its effect extends to 
the annual mean global circulation, such that more than half of the 
modeled mean BDC acceleration over the last few decades of the 
20th century was driven by ozone depletion (Oman et al., 2009, 
Polvani et al., 2018; Li et al., 2018, Abalos et al., 2019; Polvani et 
al., 2019). Simulations using RCP6.0 and A1 WMO scenarios for 
well-mixed GHGs and ODSs, respectively, consistently predict 
a future (2000 –2080) global mean AoA trend that is about 50% 
weaker than the simulated trends for the past (1980 –2000) due 
to ozone recovery (Polvani et al., 2019). A weakening of the trop-
ical upwelling trends after the year 2000 derived from satellite 
temperature observations (Fu et al., 2019) is consistent with the 
timing of ozone stabilization and recovery. However, the obser-
vationally derived trends of tropical upwelling in Fu et al. (2019) 
do not feature the expected seasonality of ozone depletion and 
recovery effects on the BDC, which maximizes in the December–
January–February period for SH downwelling in models.

As reviewed in Chapter 5 of the last Assessment (Karpechko, 
Mayock et al., 2018), the mean transport time along the BDC, 
quantified by AoA, is the space- and time-integrated effect of 
two main processes: the residual circulation and two-way mixing 
(Plumb, 2002). Since the last Assessment, a number of studies 
highlighted the importance of those processes for the simulation 
of stratospheric transport and its trends. AoA trends are driven 
by a combination of an enhanced residual circulation and mix-
ing changes, and intermodel differences in the trend magnitude 
relate to differences in mixing changes (Eichinger et al., 2019). 
Moreover, recent studies have shown that differences in mixing 
(independent of the residual circulation) are the main cause of the 
large intermodel differences in the AoA climatology (Dietmüller 
et al., 2018). These results highlight the importance of both re-
solved and sub-grid-scale mixing for constraining stratospheric 
transport in global models.  Another important result from new 
studies is that nudging the model’s meteorology to reanalysis 
fields does not help constrain the BDC. On the contrary, it increas-
es the intermodel spread (Chrysanthou et al., 2019; Orbe et al., 
2020; Davis et al., 2020; Davis et al., 2022). This result cautions 
against the use of nudged simulations for studies of the BDC and 
underlines the need to improve nudging techniques, as nudged 
simulations are often used to compare with observations.

In summary, new studies on BDC changes confirm the long-
known robust result that models simulate a BDC strengthening, 

caused by both GHG increases and by ozone depletion that was 
driven by ODS increases over the last four decades of the 20th 

century. Future strengthening of the BDC due to increasing GHG 
concentrations outweighs the effects of ozone recovery in the 
RCP6.0 scenario; as a result, an acceleration (though weaker by 
about 50%) is expected in the future. The longstanding discrep-
ancy between models and observational evidence of past BDC 
trends in the mid-stratosphere is not yet resolved. Nevertheless, 
updated calculations of observational AoA estimates marginally 
overlap with the simulated strengthening of the BDC. Overall, 
recent studies highlight the crucial role of observational uncer-
tainties and internal decadal variability in limiting the detection of 
externally forced BDC trends.

5.2.5 Stratosphere-to-Troposphere Transport
Variations in stratosphere-troposphere exchange are im-

portant contributors to the variability of ozone concentrations, 
particularly in the troposphere, where the background concen-
trations are small compared to those of the stratosphere. The 
last Assessment stated that both greenhouse gas increase and 
stratospheric ozone recovery will tend to increase the future 
stratosphere-to-troposphere transport (STT) of ozone. This result 
has recently been shown to be robust across CCMI models. This 
is due to the stronger STT associated with the strengthening of 
the BDC in response to increasing greenhouse gas abundances 
(see Section 5.2.4), as well as to an increased ozone reservoir 
in the lowermost stratosphere with ozone recovery (Abalos et 
al., 2020). Consistent with the latter mechanism, stratospheric 
ozone depletion has had a large impact on tropospheric ozone 
trends over the period 1979–1994 in some regions (Griffiths 
et al., 2020). The strong coupling between ozone STT and the 
acceleration of the residual circulation in models is illustrated in 
Figure 5-6; models with a stronger acceleration of the BDC fea-
ture larger increases of stratospheric-origin ozone concentrations 
in the troposphere. The stratospheric ozone tracer is the same as 
ozone in the stratosphere and has chemical and depositional loss 
(but no production) in the troposphere. In addition to this large-
scale mechanism, an increase in tropopause fold frequency with 
climate change could contribute to local enhancements of ozone 
STT in the future (Akritidis et al., 2019). 

In addition to the importance of ozone STT, the evolution of 
the global tropospheric ozone burden depends to a large extent 

Figure 5-6. Relationship between downwelling 
changes and stratosphere-to-troposphere ozone 
transport, shown as a scatter plot of trends in a 
stratospheric ozone tracer integrated over the 
troposphere versus extratropical downwelling 
acceleration in the lower stratosphere (averaged 
30°N/30°S and the poles at 70 hPa) for seven 
models, based on CCMI-1 REF-C2 simulations. The 
stratospheric ozone tracer is the ozone that orig-
inated in the stratosphere and has chemical and 
depositional loss (but no production) in the tropo-
sphere. [Adapted from Abalos et al., 2020.]0 0.005 0.01 0.015
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on the evolution of tropospheric ozone precursor emissions. 
This is reflected in the different evolution of tropospheric ozone 
in the various SSP scenarios, with methane emissions playing a 
particularly important role (Morgenstern et al., 2018; Abalos et 
al., 2020). More details on the future evolution of tropospheric 
ozone and the different factors affecting it can be found in Section 
3.4.5 and Box 3-4.

In order to best understand and model the externally forced 
long-term trends in ozone STT, it is important to quantify the inter-
nal interannual variability. New studies since the last Assessment 
find a significant increase in ozone STT during the positive El 
Niño-Southern Oscillation (ENSO) phase near the Pacific subtrop-
ical jet, in agreement with previous results, while the QBO effects 
on STT remain more uncertain (Olsen et al., 2019). The influence 
of stratospheric ozone on interannual variability in tropospheric 
concentrations is particularly strong in North America (Liu et al., 
2020), due to enhanced STT mainly in spring (Breeden et al., 
2021). Nevertheless, the effects of ENSO and the QBO on the 
globally integrated ozone STT are small (Olsen et al., 2019).

In summary, consistent with the previous Assessment, 
increased ozone transport from the stratosphere to the tropo-
sphere is expected in a future climate, due to both strengthened 
BDC and stratospheric ozone recovery.

5.2.6 Stratospheric Winds 

5.2.6.1 Polar Vortices
The state of the stratospheric polar vortex in both the 

Southern and Northern Hemispheres is a crucial factor in deter-
mining the possibility for heterogeneous ozone depletion (see 
Chapter 4, including the definition of polar vortex in Box 4-1). 
Conversely, the strength of the polar vortex can be modified by 
strong polar ozone depletion through an increase of the meridio-
nal temperature gradient. The following section assesses dynami-
cal variability of the polar vortex and its long-term changes, while 
Chapter 4 discusses its role for polar ozone.

In previous Assessments, it was reported that the strong SH 
polar ozone depletion had led to an increase in vortex strength 
in austral spring and summer, resulting in a delay of the SH polar 
vortex breakdown. This trend attenuated over more recent years, 
consistent with the lack of trend in polar ozone (see Chapter 4). 
Ozone recovery is expected to lead to earlier vortex breakup 
dates. Models project that increasing GHG concentrations will 
delay recovery of the SH vortex breakup date, although the 
mechanism for this delay is not entirely understood (Ceppi and 
Shepherd, 2019; Mindlin et al., 2020). As a result of the two op-
posing effects of ozone recovery and GHG increase on the SH vor-
tex, the delay caused by ozone depletion is projected to not be 
fully reversed by the end of the 21st century (Wilcox and Charlton-
Perez, 2013; Rao and Garfinkel, 2021a). The vortex breakup 
date will rather remain constant or become delayed even further 
(Mindlin et al., 2021) in both moderate- and high-emissions sce-
narios (Rao and Garfinkel, 2021a). As further detailed in Section 
5.3.2, recent studies indicate that two-way coupling between 
ozone and polar vortex dynamics enhanced past ozone-induced 
trends in the polar vortex. 

As stated in the last Assessment and in the IPCC Sixth 
Assessment Report (IPCC AR6; see Section 2.3.1.4.5 of Gulev 
et al., 2021), large interannual and decadal variability hinders 

the detection of long-term changes in the NH polar vortex, and 
it was assessed that the vortex weakening over the last decades 
is likely a result of internal variability. There are no indications for 
a past influence of NH polar ozone depletion on long-term polar 
vortex trends, due both to the far weaker ozone depletion in 
the Northern compared to the Southern Hemisphere and to the 
strong interannual variability in the NH polar vortex. 

Future changes in the NH polar vortex strength are uncer-
tain, and the mechanisms for changes in the polar vortex, as well 
as reasons for the large intermodel spread, are still under discus-
sion (Wu et al., 2019; Ayarzagüena et al., 2018, 2020; Rao and 
Garfinkel, 2021b). The nonlinearity of the response of the polar 
vortex strength to surface warming reported by Manzini et al. 
(2018) has been further supported by analysis of a multi-model 
dataset (Kretschmer et al., 2020). Arctic sea ice loss trends con-
tinue to be explored as potential drivers for a future decrease of 
the NH polar vortex strength (Kretschmer et al., 2020; Kim and 
Kim, 2020), although some studies question this connection 
(e.g., Seviour, 2017). Another suggested driver of the future 
trends in the NH polar vortex are changes in vertical planetary 
wave propagation conditions, driven by the warming trend in the 
tropical troposphere (Karpechko and Manzini, 2017). In addition 
to changes in its mean strength, studies report a possible future 
shift of the position of the vortex (Matsumara et al., 2021). Under 
high-emissions scenarios, it was projected that the occurrence of 
low temperatures within the polar vortex will increase in the future 
(von der Gathen, 2021), with potentially important impacts for 
polar ozone (see Chapter 4 and Box 5-2). However, the robust-
ness and mechanism for such increases in the occurrence of low 
temperatures, and how they are linked to dynamical changes of 
the polar vortex or to radiative effects, remain to be understood. 

Recent winters have exhibited strong anomalies in both 
the Arctic and Antarctic polar vortices, resulting in strong ozone 
anomalies (see Chapter 4). In early 2020, the NH polar vortex was 
anomalously strong, leading to a record-low ozone (Lawrence et 
al., 2020; Section 4.2.4.2). In other years (e.g., 2018 and 2019), 
the Arctic polar vortex experienced sudden breakdowns, so-
called sudden stratospheric warmings (SSWs; Baldwin et al., 
2021; Section 4.2.2.1). Although there is not a unique definition, a 
frequently used criterion is that SSWs are classified as major if the 
zonal wind at 10 hPa and around 60° latitude reverses to easterlies 
(Charlton and Polvani, 2007; Baldwin et al., 2021; Butler et al., 
2015 and references therein). SSWs occur about every other year 
in the Northern Hemisphere (with an average of about 6 major 
SSWs every 10 years). Polar ozone abundances are strongly mod-
ulated by SSWs, both due to transport anomalies associated with 
SSWs (de la Cámara et al., 2018; Hong and Reichler, 2021) and 
to the prevention of necessary conditions for polar ozone deple-
tion (see Chapter 4). Strong natural, internal variability, including 
low-frequency decadal variability (Dimdore-Miles et al., 2021), 
prevents the detection of potential small-amplitude changes in 
SSW frequency, so that no consistent long-term change in SSW 
frequency has been detected in the Northern Hemisphere over 
the past decades. No robust future changes in the NH SSW fre-
quency are projected in long model integrations from state-of-
the-art multi-model studies (see Figure 5-7), irrespective of the 
climate change forcing scenario (Ayarzagüena et al., 2018; Rao 
and Garfinkel, 2021b). Moreover, in most recent model simula-
tions with extreme CO2 concentrations imposed, several indi-
vidual models show statistically significant changes in the SSW 
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Change in Sudden Stratospheric Warming Frequency
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Figure 5-7. Simulated change in the frequency of NH Sudden Stratospheric Warming (SSW) events in the future (2061–2100) rel-
ative to the 1960 –1999 average in CCMI-1 model simulations (REF-C2; blue bars) and in CMIP6 model simulations under scenario 
SSP3-7.0 (green bars). The SSW definition is based on the reversal of the zonal-mean zonal wind at 60°N and 10 hPa to easterlies 
(see Charlton and Polvani, 2007, for the exact definition). Darker colored bars in both indicate statistically significant future-mi-
nus-past differences at the 95% confidence level. [Updated from Ayarzagüena et al., 2018.]  

frequency, but there is no consensus on the sign of this change 
(Ayarzagüena et al., 2020). Overall, in agreement with IPCC AR6 
(Eyring et al., 2021), we assess that there is no evidence for forced 
changes in NH SSW frequency. On the other hand, recent stud-
ies have highlighted the importance of non-SSW influences of 
the polar vortex on both ozone and surface climate. In particular, 
shifts or stretching of the vortex may influence climate and weath-
er differently (Kretschmer et al., 2018; Lee et al., 2019; Butler and 
Domeisen, 2021; Cohen et al., 2021).

In the Southern Hemisphere, only one major SSW has been 
observed so far (in 2002). In September 2019, the Antarctic 
polar vortex experienced its second-strongest disruption ever 
observed (Section 4.2.3.2; Lim et al.; 2021). While the 2019 dis-
ruption did not meet the criterion of a major SSW, it is widely con-
sidered a SSW in terms of its dynamical characteristics. Therefore, 
it was suggested that the definition of SSW be adapted for the 
Southern Hemisphere based on the anomalies of the zonal wind 
at 60°S and 10 hPa passing below –40 m s–1 (Jucker et al., 2021), 
which is met by the two events in 2002 and 2019. In contrast to 
the strong disruption in 2019, the two following Antarctic spring 
seasons (2020 and 2021) both featured a strong and long-lasting 
polar vortex that led to a large and exceptionally persistent ozone 
hole (Section 4.2.3.3). This prompts the question of whether 
we can expect a future change in polar vortex variability. Given 
that SSWs are very rare events in the Southern Hemisphere, their 
frequency can be estimated only from long model integrations. 
Two recent studies were the first to attempt this task, and while 

based on different models, they both report a similar SSW fre-
quency of about one event in 25 years (Wang et al., 2020; Jucker 
et al., 2021). The observed rate of major SSWs is one event (i.e., 
the 2002 event) since the start of the comprehensive satellite re-
cord in 1979 and thus lies below the rate estimated from models. 
When using the adapted definition for the Southern Hemisphere, 
which includes the observed 2019 event, the observed rate of 
two events in 42 years is well within the range expected from the 
model studies. Therefore, current evidence suggests that the rate 
of occurrence over the past decades is within expectations, and 
there is no evidence for changes in SH SSW frequency.

Future changes in the SH SSW rate are addressed in a single 
study, which projects a strong decrease in the yearly occurrence 
probability of SSWs in the Southern Hemisphere (from 4.6% in 
the present day to 0.3% in a future 4xCO2 climate based on the 
adapted SSW definition), linked to a general increase in polar 
vortex strength under increased GHG abundances (Jucker et al., 
2021). This result by a single model is backed up by analysis of 
CMIP6 models in the same study (Jucker et al., 2021), but these 
results are very uncertain due to the limited simulation length 
(Ayarzagüena et al., 2020) and model biases in the SH polar vor-
tex strength. 

In summary, current evidence suggests that, in both moder-
ate- and high-emissions climate scenarios, a delay in the vortex 
breakup date of the SH polar vortex that was driven by ozone 
depletion in the past will not reverse in the future due to the op-
posing effect of increasing GHGs. Trends in the strength of the 
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NH polar vortex remain insignificant in the observational period, 
and future trends are uncertain in sign. While recent years exhib-
ited strong polar vortex variability in both hemispheres, there is 
currently no evidence for changes in the frequency of SSWs in 
either hemisphere up to the present day. For the future, climate 
models project inconsistent changes in NH SSW frequency, and 
one recent study suggests a possible decrease in the occurrence 
rate of SH SSWs in response to strong CO2 forcing.

5.2.6.2 Quasi-Biennial Oscillation
The Quasi-Biennial Oscillation (QBO) refers to the alternating 

westerly and easterly zonal winds that descend in the tropical 
stratosphere with a period of about 28 months. The QBO affects 
stratospheric ozone (see also Section 3.2.1.1) both in the tropics 
and extratropics by modulating vertical and meridional transport 
and by modulating temperature that affects ozone chemistry 
(primarily in the mid-to-upper equatorial stratosphere). The de-
scending easterly phase of the QBO is associated with enhanced 
tropical upwelling and so results in reduced ozone in the lower 
tropical stratosphere that lags the QBO-temperature anomaly 
by a quarter cycle. The compensating downwelling in the extra-
tropics, primarily in the NH winter, results in enhanced extratrop-
ical stratospheric ozone. The opposite occurs during the descent 
of the westerly phase of the QBO. In the upper stratosphere, the 
induced ozone variation is controlled by temperature-dependent 
photochemistry and is out of phase with the QBO-temperature 
anomaly.  Due to the decadal variation of the QBO (both inten-
sity and period; Shibata and Naoe, 2022), the QBO-induced 
ozone variability has obscured detection of secular changes in 
ozone, such as those expected as a result of ozone recovery (Ball 
et al., 2019), and therefore effects of the QBO need to be care-
fully accounted for in assessing future secular changes in ozone. 
Nonetheless, the overall impact of the QBO on hemispheric or 
global mean ozone is small (Olsen et al., 2019). However, the 
disruption of the descending easterly phase of the QBO in 2016, 
which was unprecedented in the observational record at that 
time, resulted in a sustained increase of tropical ozone and de-
crease in extratropical ozone (Diallo et al., 2018). Another disrup-
tion of the QBO occurred in 2019 (Anstey et al., 2021), raising the 
possibility that the QBO and its impact on ozone may change in 
the future (Anstey at al., 2021; see also Section 3.2.1.1). 

Since the last Assessment, there has been considerable 
progress in simulating the QBO in global climate models, with 15 
out of the 30 models contributing to CMIP6 able to simulate a re-
alistic QBO (Richter et al., 2020a).  There is a consensus across the 
CMIP6 models that are able to depict the QBO, the QBOi mod-
els (Butchart et al., 2018), and other models (Naoe et al., 2017; 
DallaSanta et al., 2021) that the QBO will weaken in the mid-to-
lower stratosphere in a warming climate. This occurs in the 2xCO2 
and 4xCO2 time slice simulations with the QBOi models (Richter 
et al., 2020b) and for the CMIP6 simulations using the Shared 
Socioeconomic Pathways (SSP) SSP3-7.0 and SSP5-8.5 scenari-
os (Richter et al., 2020a). This is usually attributed to enhanced 
equatorial upwelling associated with an acceleration of the BDC 
in response to increasing GHGs (Kawatani and Hamilton, 2013), 
which acts to oppose the descent of the QBO wind variations. 

Progress in simulating and projecting the changes in the 
QBO has been achieved by widespread adoption of non-oro-
graphic gravity-wave parameterizations that are able to drive the 
alternating equatorial descending easterly and westerly QBO 

winds. A drawback of relying on non-orographic gravity-wave 
parameterizations is that the projected changes in the QBO as 
a result of climate change (and possibly ozone recovery) exhibit 
dependencies on these parameterizations (Anstey et al., 2022). 
Although the periodicity and latitudinal extent of the QBO in 
circulation and temperature are well simulated in these models, 
there remains a persistent underestimation of the amplitude of 
the QBO that extends from the lower stratosphere down to the 
tropopause (Bushell et al., 2020; Richter et al., 2019; Richter et 
al., 2020a; Anstey et al., 2022). This lower stratospheric bias in 
QBO amplitude means that processes that are strongly modulat-
ed by the QBO, such as troposphere-stratosphere exchange, are 
unlikely to be well captured, and therefore adds uncertainty in 
projections of how these processes might change in the future. 
The models also commonly underestimate the remote impact 
of the QBO on the NH winter vortex (Rao et al., 2020; Anstey et 
al., 2022), which partly results from a misrepresentation of the 
seasonal phase locking of the QBO (i.e., the tendency for phase 
transition at 50 hPa to occur during April–June and for the down-
ward phase propagation to be slowest during the winter). For 
both the 2xCO2 and 4xCO2 time slice runs with the QBOi models 
(Richter et al., 2020b) and the various SSP projections with the 
CMIP6 models for the end of the century (Anstey et al., 2021), the 
subtropical westerlies in the lower-to-mid- stratosphere increase, 
acting to shift the critical line for wave dissipation closer to the 
equator. This equatorward shift of the critical line will result in an 
increase in equatorward penetration of extratropical wave driv-
ing that acts to decelerate the stratospheric zonal flow.  Together 
with a weakening of the QBO as a result of a strengthened BDC 
(see Section 5.2.4), this enhanced equatorward penetration of 
extratropical wave driving in a warming climate implies that future 
disruptions of the QBO, such as occurred during 2016 and 2019, 
could become more common in the future (Anstey et al., 2021). 
No evidence of an increased frequency of disruptions was found 
in one model with interactive ozone (DallaSanta et al., 2021), but 
it is difficult to draw conclusions from any single model because 
the details of the projected changes in the QBO vary widely 
across the models (e.g., Richter et al., 2020b). 

The QBO-induced ozone variations in the lower equatorial 
stratosphere are primarily governed by transport variations, while 
temperature-dependent photochemical ozone variations are 
dominant higher in the stratosphere (Zhang et al., 2021). This in-
dicates that inclusion of interactive ozone chemistry is required in 
order to infer future changes in QBO-induced ozone variations, 
but the vast majority of the models examined in CMIP6 and the 
QBOi did not use interactive ozone. Furthermore, there is grow-
ing evidence that the observed QBO-induced ozone variations 
are of sufficient magnitude to potentially provide feedback onto 
the QBO (Kataoka et al., 2020; Pohlmann et al., 2019; Shibata, 
2021). This possible feedback was inferred to be positive in two 
different chemistry-climate models (Naoe et al., 2017; DallaSanta 
et al., 2021), with the amplitude of the QBO-induced ozone varia-
tion also increasing. On the other hand, Shibata (2021) artificially 
increased the magnitude of the ozone variation passed to the 
radiation code in a CCM and found little impact on the amplitude 
of the QBO but a lengthening of the QBO period. However, be-
cause there has so far been little focus on the simulation of the 
QBO with interactive ozone, there is still low confidence in the 
simulated impacts and especially in the positive feedback on 
amplitude.
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Strengthening of the QBO-induced ozone variation despite 
a projected weakening of the QBO partly derives from the ex-
pected recovery of ozone (Naoe et al., 2017; DallaSanta et al., 
2021). The simulated ozone-dynamical feedback can also act to 
offset the decline in amplitude of the QBO as a result of increas-
ing greenhouse gases (DallaSanta et al., 2021), indicating that 
increasing confidence in projected changes of the QBO and 
its impacts on ozone variations will require the inclusion of ex-
plicit ozone-dynamical coupling (see also Box 5-4 and Section 
5.3.2.1.3).

In summary, since the last Assessment, there is more confi-
dence that the QBO will weaken in the future as a result of accel-
eration of the BDC in a warming climate. However, there remains 
large uncertainty about any change in its periodicity and about 
the associated impact on ozone variability. New evidence infers 
that disruptions of the QBO may become more likely in a warming 
climate.

5.3 EFFECTS OF CHANGES IN STRATOSPHER-
IC OZONE AND ODSs ON CLIMATE

The climate impacts of stratospheric ozone changes on tro-
pospheric and surface climate are well established and widely 
documented. Ozone depletion has been deemed the key driv-
er of late–20th century austral summer atmospheric circulation 
changes in the Southern Hemisphere, as well as one of the drivers 
of changes in the SH cryosphere and ocean. Here, we focus on 
new findings since the last Assessment. This includes new quan-
tifications of the radiative forcing from ODSs and ozone (Section 
5.3.1). We also highlight an emerging body of evidence pointing 
at the direct climate impacts of ODSs, independent of ozone de-
pletion, and the importance of stratospheric ozone-climate feed-
backs and ozone-circulation coupling on a range of timescales. 
In particular, we highlight new evidence concerning the climate 

effects of the Montreal Protocol and reveal that some of these ef-
fects may have already begun to be realized (Sections 5.3.2 and 
5.4).

5.3.1 Radiative Impacts of Ozone and ODSs 
on Tropospheric Climate and Ozone-Climate 
Feedbacks

Changes in stratospheric ozone can affect climate in a num-
ber of ways. Aside from inducing stratospheric cooling (Section 
5.2.2) and changes in the stratospheric (Sections 5.2.4 and 
5.2.5) and tropospheric (Section 5.3.2) circulation, trends in 
stratospheric ozone and ODS abundances introduce a radiative 
forcing perturbation that is a substantial fraction of the total an-
thropogenic radiative forcing over the second half of the 20th cen-
tury (Forster et al., 2021). This section focuses on what has been 
learned about radiative forcing since the last Ozone Assessment 
(Section 5.3.1.1). The climate effects of stratospheric ozone and 
ODSs are traditionally studied in conjunction, as they are closely 
coupled via heterogeneous and homogeneous chemistry. Here, 
we review new evidence on their effects in isolation, such as the 
direct effects of ODSs on climate (Section 5.3.1.2) and those of 
GHG-induced stratospheric ozone changes on climate (Section 
5.3.1.3).

5.3.1.1 Ozone Radiative Forcing
Radiative forcing is one of the key metrics for quantifying 

the potential climate effects of historical ODS emissions and the 
resulting ozone changes. Traditionally, the standard definition 
adopted to quantify the radiative forcing of historical ozone and 
ODS changes is the stratosphere-adjusted radiative forcing. In 
the following, the term “radiative forcing” (RF) refers to this strato-
sphere-adjusted radiative forcing definition. Some studies have 
adopted the “effective radiative forcing” (ERF) definition that was 
mandated by IPCC AR5. However, as detailed below, given the 

Figure 5-8. Radiative forcing from stratospheric ozone relative to 1850 and its evolution over the 20th century, from the ozone 
datasets compiled for CMIP6 (solid lines) and CMIP5 (Cionni et al., 2011; dotted lines), as well as the IPCC AR5 estimate (red line) 
and its uncertainty (shading), for the global mean (left panel), Northern Hemisphere (center panel), and Southern Hemisphere 
(right panel). The stratosphere-adjusted RF in this figure is evaluated at the tropopause. Yellow lines denote the SW forcing, while 
blue lines show the LW component in the CMIP5 and CMIP6 estimates. [Adapted from Checa-Garcia et al., 2018.]
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Study RF definition Time period Input dataset Stratospheric Ozone Tropospheric Ozone Total

Checa-Garcia et al., 2018 SARF 1850–2010 CMIP6 ozone –0.03 ± 0.06  (a) 0.33 ± 0.16  (a) 0.30 ± 0.15  (a)

Skeie et al., 2020 SARF 1850–2010 CMIP6 models  (b) 0.02 ± 0.07 0.39 ± 0.07 0.41 ± 0.12 

Skeie et al., 2020* SARF 1850–2010 CMIP6 models  (c) –0.02 ± 0.14

Bellouin et al., 2020 SARF 1750–2010  (d) Re-analysis  (e) 0.00 ± 0.20  (f) 0.33 ± 0.27  (f) 0.32 ± 0.32  (f)

Thornhill et al., 2021 ERF 1850–2014 CMIP6 models 0.33 ± 0.11  (g)

Michou et al., 2020 ERF 1850–2010 Single CMIP6 model –0.04

IPCC-AR6 ERF  (h) 1750–2019  (i) assessed 0.47 ± 0.23

Cionni et al., 2011 SARF 1850–2011 CMIP5 ozone –0.08 0.23 0.15

Stevenson et al., 2013 SARF 1750–2010  (i) ACCMIP models 0.41 ± 0.14

IPCC-AR5 SARF 1750–2011  (i) assessed –0.05 ± 0.10  (a) 0.40 ± 0.20  (a) 0.35 ± 0.20  (a) 

(*) differs from published range (see c)
(a) 5-95% interval using parametric formula (Myhre et al., 2013) 
(b) excluding models without trop chem and model with excessive depletion (5 out of 11) 
(c) including all models with strat chem, excluding model with excessive depletion (9 out of 11) 
(d) end year is average 2003–2017

Table 5-1. Radiative forcing from stratospheric, tropospheric, and total ozone from the studies assessed in this chapter, along 
with the definition of RF method (following the forcing definitions used by IPCC AR6), the time period of the forcing, and the input 
dataset for the calculations. The CMIP6 ozone dataset is constructed by averaging the output of two CCMI models (WACCM and 
CMAM) driven with precursor and ODS emissions and all historical forcings over the period 1850–2014 (Checa-Garcia et al., 
2018). In CMIP5, the ozone dataset is derived from simulated tropospheric ozone, while ozone in the stratosphere it is based 
on satellite observations since 1979 and statistical extrapolations before that date (Cionni et al., 2011). In studies using model 
simulations as the input dataset, the RF has been calculated from each individual CCM output. In Skeie et al. (2020), a different 
stratospheric ozone RF range of –0.02 ± 0.14 W m–2 is obtained when excluding one outlier model (UKESM) but including all 
other models with comprehensive stratospheric chemistry. The uncertainty range represents the 5–95% range, unless otherwise 
noted. Some sensitivity of the RF to the tropopause definition arises when separating stratospheric and tropospheric ozone, but 
this effect is only marginal (Stevenson et al., 2013). 

larger uncertainty in the ERF quantification, the stratosphere-ad-
justed RF is the focus of our Assessment (see also Box 5-3 on 
radiative forcing).

Since the last Assessment, updated RF values (relative to 
1850) for whole-atmosphere ozone have been derived (Checa-
Garcia et al., 2018; Skeie et al., 2020) and have recently been as-
sessed in IPCC AR6 (Section 7.3.2.1 of Forster et al., 2021). These 
values are listed in Table 5-1, along with several previously re-
ported values for reference. The 3-D ozone forcing dataset com-
piled for CMIP6 models without interactive chemistry (“CMIP6 
ozone” in Table 5-1) produces a whole-atmosphere (stratospher-
ic + tropospheric) ozone RF over the period 1850 –2010 of 0.3 
W m–2, in agreement with the value reported in IPCC AR5 (0.35 
W m–2), and this RF is almost entirely due to tropospheric ozone 
(0.33 W m–2). The whole-atmosphere ozone RF in the new CMIP6 
dataset is double (0.30 versus 0.15 W m–2) that in its predecessor, 
the CMIP5 ozone dataset (Cionni et al., 2011). Even larger values 
are obtained in Skeie et al. (2020) (0.41 W m–2) and in IPCC AR6 
(0.47 W m–2; Forster et al., 2021), which is likely due to the larger 
emissions of tropospheric ozone precursors used in CMIP6 mod-
els than in the two CCMI models employed in the production 
of the CMIP6 ozone forcing dataset. In addition, the forcing in 
Forster et al., 2021 is relative to 1750 rather than 1850. 

The RF arising from stratospheric ozone changes over the 
historical period has been estimated by a number of studies 
since the last Assessment, based on different reanalysis or model 
datasets (as summarized in Table 5-1). Consistent with previous 

Assessments, the RF due to stratospheric ozone is much smaller 
than that due to tropospheric ozone, since it is the result of com-
peting effects in the longwave (LW) and shortwave (SW) radiation 
(Figure 5-8; see also Box 5-3). The global mean RF is dominated 
by the Southern Hemisphere. Since stratospheric ozone trends 
are larger and more consistent across models in the Southern than 
in the Northern Hemisphere, the RF estimates there are more ro-
bust across the ozone datasets than in the Northern Hemisphere 
(Figure 5-8). New estimates of the net global mean stratospheric 
ozone RF in the historical period based on multiple CCMs gen-
erally range from a small (<0.1 W m–2) net positive to a small net 
negative RF (see Table 5-1), likely caused by the compensation of 
LW and SW effects, as seen in forcing datasets depicted in Figure 
5-8. The reanalysis-based RF estimate over the period 1750 –2010 
is near zero (+0.003 ± 0.20 W m–2) in the global mean (Bellouin 
et al., 2020; based on CAMS reanalysis data), which is well within 
the range of the model-based estimates.

Compared to previous model-based estimates of global 
mean stratospheric RF, newer estimates from CMIP6 are generally 
slightly smaller but also span a wider range (see Table 5-1 and 
Figure 5-8). The ozone forcing dataset produced for CMIP6 
results in a slightly smaller global mean stratospheric ozone RF 
over the period 1850 –2010 compared to its CMIP5 predecessor 
(–0.03 ± 0.06 W m–2 versus –0.08 W m–2; Checa-Garcia et al., 
2018; Cionni et al., 2011; see also Figure 5-8). In Chapter 7 of the 
Working Group I contribution to IPCC AR6 (Forster et al., 2021), 
the 1850–2010 stratospheric ozone RF was suggested to be 0.02 

(e) reanalysis is based on modeling (CAMS)
(f) 5–95% interval calculated from combined structural uncertainties 
(g) emission-based ERF (linear sum of individual GHGs) 
(h) ERF is taken to be equal the SARF 
(i) extrapolations to extended period made adding offsets
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± 0.07 W m–2, based on CCMs participating in CMIP6 (Skeie et 
al., 2020), compared to a range of –0.05 ± 0.10 W m–2 assessed 
by IPCC AR5. The CMIP6 range was obtained by excluding mod-
els without tropospheric chemistry (but which do simulate strato-
spheric chemistry) and one model with excessive ozone depletion 
(UKESM). Taking all CMIP6 models with interactive stratospheric 
chemistry except UKESM into account yields a range of –0.02 ± 

0.14 W m–2, which is closer to previous estimates (see Table 5-1; 
Skeie et al., personal communication). In general, these different 
estimates agree on a flattening of the global stratospheric ozone 
RF since the late 1990s (Dhomse et al., 2018; Figure 5-8), consis-
tent with the emergence of healing of the ozone layer (Chapter 3). 

In the future, the stratospheric ozone RF is expected to remain 

Box 5-3. Radiative Forcing from Ozone and ODSs: Methods and Uncertainties

The radiative forcing (RF) metric quantifies the radiative energy flux perturbation exerted by natural and anthropogenic forcings 
into the climate system. A positive forcing introduces a net radiative gain, ultimately leading to surface warming, until increased 
thermal emissions to space restore the balance; a negative forcing operates in the opposite way, causing cooling (Ramaswamy et al., 
2019). Historically, RF has been defined by the change in the energy balance in the climate system when a forcing is introduced with 
respect to a preindustrial climate. However, this instantaneous evaluation of the energy imbalance (termed “instantaneous radiative 
forcing”) does not represent the actual climate impact of the forcing introduced, in particular regarding the surface warming, as rapid 
adjustments of the temperature in the stratosphere can mute the RF, making it substantially different from the instantaneous RF (Pincus 
et al., 2020). These adjustments in the stratospheric temperature are commonly estimated by the fixed dynamical heating (FDH) 
method (Forster and Shine, 1997). This method involves adjusting stratospheric temperatures until a new equilibrium is reached, 
assuming that the dynamical heating remains unchanged, and keeping tropospheric temperatures fixed. This is the standard method 
to estimate the RF of historical ozone changes and is commonly referred to as the stratosphere-adjusted radiative forcing (see IPCC 
AR5). An example of the implementation of this method in modern CCMs is given by Conley et al. (2013), and this method is used to 
calculate the ozone RF here in Chapter 5. Other Chapters (Chapter 1, 2, 7) infer the RF of individual source gases by using Tabulated 
Radiative Efficiency values (see the Annex), which include or neglect certain adjustments (e.g. lifetime, tropospheric adjustments), 
but these adjustments only have a small (<10%) effect on the total RF of major ODS species, making their RF sufficiently close to the 
SARF (e.g., Thornhill et al., 2021). 

The stratosphere-adjusted RF definition reduces the sensitivity to the details of the tropopause definition. However, forcing 
agents such as ozone and ODSs can also produce rapid adjustments in the troposphere, such as adjustments in temperature and 
clouds, which can themselves be quantified as forcings; these are not captured by the stratosphere-adjusted RF. Incorporation of 
these responses in the forcing makes it more representative of the actual climate impacts of the forcing; this is achieved using the 
effective radiative forcing (ERF; Forster et al., 2016) definition. ODSs induce temperature changes in the upper troposphere / lower 
stratosphere (UTLS; Forster and Joshi, 2005; McLandress et al., 2014; Chiodo and Polvani, 2022), a large portion of which would be 
missed using the FDH; this raises the question whether the stratosphere-adjusted RF is an appropriate measure of the ERF for ODSs. 
However, given the considerable uncertainties associated with ERF estimates (see Section 5.3.1.1), most studies on ozone RF so far 
have focused only on the stratosphere-adjusted RF.

The RF originating from stratospheric ozone trends over the 20th century is primarily due to the modulation of ozone by ODSs. 
However, the division of ozone RF forcing into its components of stratospheric and tropospheric ozone does not directly attribute 
ozone RF forcing to ODSs. This is because tropospheric ozone can be influenced by ODS-driven stratospheric ozone decreases, 
a component deemed important in certain models (e.g., Shindell et al., 2013) but which strongly depends on stratosphere-tro-
posphere exchange processes (Banerjee et al., 2018; see also Section 5.2.5). Existing estimates of ODS-attributed ozone RF are 
substantially stronger (more negative) than the stratospheric ozone RF arising from historical trends (see Section 5.3.1.1), but the net 
forcing by ODSs, including associated ozone changes, is still found to be positive in current estimates (Thornhill et al., 2021). 

The radiative effects of ODSs and ozone are determined by their intrinsic properties. ODSs, among which CFCs contribute 
more than 85% of the RF, have a long lifetime and are relatively well mixed in the troposphere. ODSs have strong absorption bands 
in the LW part of the spectrum. As such, they reduce the outgoing LW flux, and an increase in ODS atmospheric abundance leads to 
a positive RF (see Chapter 1). Uncertainty in these properties has a small impact on their RF (Chiodo and Polvani, 2022). Their RF is 
partly balanced by the negative RF from the associated stratospheric ozone losses (Myhre et al., 2013; see Section 5.3.1.1). Ozone 
molecules have a more complex spectrum, with absorption bands in the solar shortwave (SW) and in the longwave (LW) (Goody and 
Yung, 1989). The radiative effect of ozone is strongly altitude dependent, with ozone changes near the tropopause being most effec-
tive at absorbing LW and thus contributing to climate change, due to the large temperature difference between this region (where 
the absorption takes place) and the Earth’s surface (the emissions source; Lacis et al., 1990). Ozone changes at upper-stratospheric 
levels have a much smaller or even slightly opposite effect on the net forcing. Further, the LW and SW effects of stratospheric ozone 
changes strongly compensate each other. Depletion of stratospheric ozone leads to reduced SW absorption and thus an increase in 
the incident SW flux at the tropopause (i.e., a positive forcing). Reduced SW absorption cools the stratosphere, which in turn reduces 
the LW flux at the tropopause, a negative forcing. The balance between the SW and LW terms crucially depends on the season, 
location, and magnitude of the ozone perturbation (Ramanathan and Dickinson, 1979). Taken together, the offsetting contributions 
of LW and SW explain the small net value of stratospheric ozone RF, leading to uncertainty even in its sign.
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at a similar value as estimated for present-day or trend to slightly 
more negative values by the end of the 21st century, depending 
on the scenario (see Table 5-2, based on CMIP6 ozone forcing 
datasets and calculated consistent with the approach of Checa-
Garcia et al., 2018). The small changes in future stratospheric 
ozone RF are due to the opposite effects of climate change in low 
and high latitudes. GHG increases lead to a decrease in ozone 
in the tropical lower stratosphere due to increasing tropical up-
welling, driving a negative ozone RF in the tropics. In mid- and 
high latitudes, decreased stratospheric halogen loading and an 
enhanced BDC lead to an increase in ozone abundances, driving 
a positive ozone RF. Low and mid-range scenarios (SSP1-2.6 and 
SSP2-4.5) show small changes in stratospheric ozone RF values, 
likely because RF changes due to ODS-driven ozone recovery are 
compensated by RF changes due to GHG-driven tropical ozone 
decreases. For high-end scenarios (SSP5-8.5), future stratospher-
ic ozone RF values decrease, likely because the RF effects of 
GHG-driven tropical ozone decreases dominate.

The RF by ODSs is assessed in Chapters 1 and 2, which report 
RFs in 2020 of 0.337 W m–2 for ODSs (defined as chlorofluoro-
carbons [CFCs] + hydrochlorofluorocarbons [HCFCs] + halons 
+ solvents) and 0.04 W m–2 for HFCs. The combined effects of 
ODS and stratospheric ozone trends result in a net positive RF 
when taken as the sum of the two individual forcings and thus 
contribute to surface warming over the 20th century (see Section 
5.3.1.2). A different approach to summing up the direct ODS RF 
and stratospheric ozone RF is to explicitly attribute (whole atmo-
sphere) ozone changes to ODS emissions; this emissions-based 
RF of ODSs, including induced ozone changes, is likewise found 
to be positive by current model studies (Thornhill et al., 2021). 

Studies that used the stratosphere-adjusted RF definition are 
discussed above. A few other studies have adopted ERF, the RF 
definition mandated by IPCC AR5 (Forster et al., 2016; see also 
Box 5-3). The ERF of ODSs inferred from observations, includ-
ing the indirect effects via ozone and other rapid tropospheric 
adjustments, is estimated to lie between 0.03 and 0.14 W m–2 
(Morgenstern et al., 2021, revising Morgenstern et al., 2020 ; 
see also Chapter 7). Taken at face value, the lower bound of this 
estimate would imply that ODS-driven changes in stratospheric 
ozone and rapid adjustments effectively cancel the direct RF of 
ODSs (0.337 W m–2 by 2020; see Chapter 1), resulting in a small-
er warming influence of ODSs than considered likely in AR5 and 
most climate models (see Section 5.3.1.2). However, there is con-
siderable uncertainty in those estimates arising from the methods 
(e.g., uncertainty in the linear regression), the limited number of 
models included in the assessment, and biases in the simulated 

ozone trends. An important but highly uncertain component of 
the ERF due to ODSs are cloud changes arising from positive 
(ozone-induced) trends in the Southern Annular Mode (SAM) in 
the Southern Hemisphere (O’Connor et al., 2021); rapid adjust-
ments of this type introduce uncertainty in ERF estimates. Other 
analyses of CMIP6 models suggest that in the global mean, rapid 
adjustments to ozone and ODSs are weak (Skeie et al., 2020; 
Hodnebrog et al., 2020). In line with this, the ERF of stratospheric 
ozone from one model study (Michou et al., 2020, reporting a 
value of –0.04 W m–2) is well within the range of the stratospheric 
ozone stratosphere-adjusted RF from the aforementioned stud-
ies. We thus conclude, similar to IPCC AR6 (Forster et al., 2021), 
that confidence in rapid adjustments is still limited, and therefore 
our assessment is based on the stratosphere-adjusted RF.

Overall, we assess that the RF due to long-term stratospher-
ic ozone trends over the historical period (1850 –2010) is near 
zero due to the cancellation of LW and SW effects, with a large 
uncertainty range, at –0.02 ± 0.13 W m–2, based on the uncer-
tainties provided among all studies assessed here (see Table 
5-1). The best estimate of –0.02 W m–2 is the average from three 
estimates—the CMIP6 ozone forcing (Checa-Garcia et al., 2018; 
–0.03 W m–2), the reanalysis study of Bellouin et al. (2020; 0.003 
W m–2), and the average over all CMIP6 models with stratospheric 
chemistry (Skeie et al., 2020; –0.02 W m–2)—while the uncer-
tainty range (0.13 W m–2) encompasses all CMIP6 models with 
stratospheric chemistry (Skeie et al., personal communication), as 
well as methodological uncertainties (e.g., tropopause definition 
and the preindustrial ozone climatology). For the extended peri-
od 1850 –2019, the stratospheric ozone RF is in the same range 
as for 1850 –2010, as uncertainty outweighs any changes arising 
from ozone trends over 2010 –2019. Hence, the net RF by ODSs 
(+0.337 W m–2; see Chapter 1), including its impacts on long-term 
stratospheric ozone trends, is positive and contributes to global 
warming, as assessed in Section 5.3.1.2. It has become clear since 
the last Assessment that rapid adjustments arising from tropo-
spheric circulation changes might play a role in determining the 
climate response to ODSs at regional scales, but the magnitude 
of these adjustments is highly uncertain and model dependent, 
although it is unlikely to offset the global direct forcing by ODSs.

5.3.1.2 ODS Direct Effects on Climate 
Several studies have highlighted the important role that 

ODSs alone have had on climate, in addition to their impact on 
climate through affecting stratospheric ozone abundances. As 
outlined in the previous section, Chapter 1 of this Assessment, as 
well as in IPCC AR6 (see Figure 6.12a in Szopa et al., 2021, and 

Scenario RF definition Time period Input dataset Stratospheric ozone

SSP126 SARF 1850–2099 CMIP6 ozone –0.03 ± 0.06

SSP245 SARF 1850–2099 CMIP6 ozone –0.04 ± 0.08

SSP370 SARF 1850–2099 CMIP6 ozone –0.02 ± 0.04

SSP460 SARF 1850–2099 CMIP6 ozone –0.03 ± 0.06

SSP585 SARF 1850–2099 CMIP6 ozone –0.09 ± 0.18

Uncertainty is taken using parametric formula (Myhre et al., 2013)

Table 5-2. Radiative forcing from future stratospheric ozone, calculated at the tropopause as in Checa-Garcia et al. (2018) using 
the future CMIP6 ozone datasets compiled for IPCC AR6 (Checa-Garcia 2022, personal communication).  
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Section 7.3.2.4 and Table 7.5 of Forster et al., 2021), both the 
stratosphere-adjusted RF and the ERF (i.e., even when accounting 
for the RF via stratospheric ozone loss) of ODSs are likely to be 
positive. Over the second half of the 20th century (1955–2005), 
the RF by ODSs is second only to CO2, making ODSs an important 
anthropogenic influence on climate in recent decades (Velders et 
al., 2007; Polvani et al., 2020). Since the last Assessment, new 
evidence from independent chemistry-climate and Earth-system 
model studies have shown the important role that ODSs have 
played in enhancing Arctic warming (Goyal et al., 2019; Polvani 
et al., 2020; Liang et al., 2022). Figure 5-9 shows the large con-
tribution of ODSs to global and Arctic warming and sea ice loss 
over the 1955–2005 period (Polvani et al., 2020). Excluding the 
trend in ODSs reduces annual mean historical global warming by 
approximately one-third (Figure 5-9a), and Arctic warming (and 
September sea ice loss) by approximately half. This indicates that 
ODSs appear to enhance Arctic amplification (Figure 5-9b and 
c); i.e. the Arctic warmed 2.7 times more than the global mean in 
the historical ensemble compared to only 2 times more in the en-
semble with fixed ODS and ozone (comparing Figure 5-9a and 
b). This result is supported by another study (Liang et al., 2022), 
which reports that Arctic amplification caused by ODSs is 1.44 
times stronger than that caused by CO2 over the same time pe-
riod. The impact of stratospheric ozone loss on global and Arctic 
temperature change appears negligible (comparing the Fixed 
ODS+O3 and Fixed ODS ensembles in Figure 5-9). Although the 
specific mechanism responsible for enhanced Arctic amplification 
due to ODSs is not yet clear, radiative feedback analysis suggests 
a key contribution from local Arctic feedbacks (Polvani et al., 
2020; Liang et al., 2022). However, the robustness of the effects 
of ODSs on Arctic warming is still questionable as these studies 
were all based on related models. 

There is also evidence that ODSs have contributed to a 
weakening of the Walker circulation (a zonal overturning cell in 
the equatorial Pacific) over the 1955–2005 period due to a rapid 
warming of the Eastern Tropical Pacific SSTs (Polvani and Bellomo, 
2019). However, there is no consensus as to whether the observed 
Walker circulation has indeed weakened since the middle of the 
last century, and questions have been raised about the fidelity of 
using climate models to simulate the response of Eastern Tropical 
Pacific SSTs to increasing greenhouse gases (Clement et al., 1996; 
Cane et al., 1997; Seager et al., 2019). Overall, evidence of the 
direct ODS effects on climate continue to emerge but are not yet 
robust.

5.3.1.3 Role of Stratospheric Ozone in the 
Climate Response to CO2 Forcing

The effects of stratospheric ozone changes induced by ODS 
emissions on the climate system have been widely documented 
across many Ozone Assessments (WMO, 2010, 2014, 2018). 
Conversely, the role of stratospheric ozone in modifying the cli-
mate system’s response to GHG increases has received less atten-
tion. The response of the stratospheric ozone layer to GHG forcing 
can impact the global mean surface temperature response to GHG 
forcing, thus acting as a true climate feedback (termed “ozone-cli-
mate feedback” in the following discussion). Furthermore, the 
stratospheric ozone response to GHG forcing can modify the 
stratospheric and tropospheric circulation response to GHGs via 
ozone-circulation coupling. The relevant processes involved in 
the ozone-climate feedback and ozone-circulation coupling are 

Figure 5-9. Climate impact of ODSs for the period 1955–
2005. (a) Annual mean global surface-temperature change 
over the period 1955–2005 for each ten-member Communi-
ty Earth System Model Version 1 (CESM-CAM5) ensemble, as 
labelled on the abscissa. The boxes extend from the lower to 
upper quartile of the data, with a line at the median and whis-
kers showing the entire range across each ensemble (b) As in 
(a) but for Arctic temperatures, averaged (60–90°N). (c) As 
in (a) but for September Arctic sea ice extent. Red circles de-
note the observed values obtained from GISTEMP27 v.3 for 
surface temperature and HadISST28v.2.2.0 for sea ice. The 
change over the period 1955–2005 is computed as the lin-
ear trend multiplied by the number of years (51). In each pan-
el, the means of the Fixed ODS and ozone (Fixed ODS+O3) 
(ODSs and stratospheric ozone fixed at year 1955 levels) and 
Fixed ODS (ODSs fixed at year 1955 levels) ensembles are 
significantly different from that of the Historical ensemble at 
the 99% confidence level by two-tailed t-test. [Adapted from 
Polvani et al., 2020.]
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Box 5-4. Ozone-Climate Feedbacks and Ozone-Circulation Coupling

Stratospheric ozone plays an important role in the radiative budget of the atmosphere. It not only reduces the incidence of 
UV radiation at the surface but also plays a key role in determining the thermal structure of the stratosphere by heating the upper 
stratosphere by more than 20 K. Ozone heating also substantially influences the temperature near the tropical tropopause layer (TTL), 
thereby also influencing global stratospheric water vapor amounts (e.g., Ming et al., 2017). Ozone also acts as a greenhouse gas, 
due to its absorption band near 10 μm wavelength. 

Previously, most research on the effects of stratospheric ozone on climate has focused on the impacts of chemical ozone deple-
tion due to ODSs (WMO, 2010, 2014, 2018), considering ozone as a “forcing”. Recently, attention has focused on the quantification 
of the two-way coupling between stratospheric ozone and the climate system via radiation, dynamical, and chemical processes. 
This coupling is initiated by stratospheric ozone variations that are either externally forced (e.g., due to changes in CO2) or internally 
produced by climate variability on a range of timescales from sub-seasonal to multi-decadal. 

Stratospheric ozone is strongly coupled with temperature via radiation and chemistry; this coupling is at the core of the mecha-
nism behind stratospheric ozone-circulation coupling, shown in Box 5-4 Figure 1. On sub-seasonal to interannual timescales, circu-
lation and temperature anomalies, such as those associated with variations in the polar vortex strength, induce ozone anomalies. This 
is due not only to transport but also to temperature-dependent chemistry. Aside from homogeneous chemistry in the polar strato-
sphere, heterogeneous chemistry plays a key role when temperatures are low enough for PSC formation and sufficient abundances 
of ODSs are available (Calvo et al., 2015; Chapter 4). Ozone in turn affects temperature via radiation, feeding back on the initial tem-
perature and circulation anomaly (see the light blue circle in Box 5-4 Figure 1). Thus, ozone modifies the initial stratospheric circula-
tion anomalies, and this can further influence the tropospheric circulation via stratosphere-troposphere dynamical coupling. There is 
evidence that this coupling may influence the stratosphere-troposphere circulation in individual years and can influence sub-seasonal 
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Box 5-4 Figure 1. Schematic of stratospheric ozone-circulation 
coupling and ozone-climate feedbacks. The stratospheric ozone-cli-
mate feedback modifies the response of global surface climate to 
an external forcing such as increasing GHGs. Ozone-circulation 
coupling can be induced by changes due to external forcings (e.g., 
CO2-driven stratospheric temperature and circulation changes), and 
subsequent ozone changes modify the circulation response to the 
forcing. Ozone-circulation coupling is also induced by internal vari-
ability (e.g., an anomalous strong and cold polar vortex), and can 
modify the stratosphere-troposphere circulation in individual years.

prediction in both the Southern (Section 5.3.2.1.1) and 
Northern Hemispheres (Section 5.3.2.1.2).

The two-way coupling between ozone and the 
circulation also contributes to the response to forced 
changes to the climate system. For example, when 
atmospheric CO2 concentrations increase, the strato-
sphere cools (as explained in Box 5-1 of Karpechko, 
Maycock et al., 2018) and the troposphere and sur-
face warm. Globally, stratospheric cooling from CO2 
leads to an increase in ozone abundances due to the 
temperature dependence of ozone chemistry (see 
Box 5-2). Tropospheric warming leads to an accel-
eration of the BDC, driving an ozone decrease in the 
lower tropical stratosphere. These ozone changes 
radiatively warm the upper stratosphere and the polar 
regions and cool the TTL, leading to a decrease in 
stratospheric water vapor. These heating and cooling 
effects driven by ozone changes affects temperature 
gradients, inducing an ozone-circulation coupling 
that modulates the response of the stratospheric cir-
culation to CO2 forcing, as well as the tropospheric 
circulation response (see Section 5.3.1.3). These 
processes apply not only to increases in CO2 but also 
to any external forcing, including ODSs (see Section 
5.3.2.2.1), and also CH4 or N2O, although this is less 
well studied. 

Furthermore, the CO2-driven stratospheric 
ozone changes, as well as subsequent stratospheric 
water vapor changes, induce an indirect RF, potential-
ly impacting the global mean surface temperature re-
sponse to CO2 forcing. The relationship of the global 
mean surface temperature change to a change in the 
net energy budget at the top of the atmosphere (e.g., 
resulting from CO2 forcing) is commonly defined as a 
climate feedback (see Box 7.1 in Forster et al., 2021). 
In the recent IPCC report (IPCC, 2021), climate feed-
backs were grouped into physical feedbacks (for 
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example, those associated with water vapor and surface albedo), biogeophysical and biogeochemical feedbacks, and long-term 
feedbacks associated with ice sheets. Stratospheric ozone contributes to the group of biogeochemical climate feedbacks (Szopa et 
al., 2021). Recent studies on quantifying this stratospheric ozone climate feedback are assessed in Section 5.3.1.3. 

Models without interactive stratospheric ozone chemistry do not simulate the coupling between ozone and the circulation and 
thus miss the modulation of temperature and circulation anomalies and trends, as well as the resulting climate feedback through 
stratospheric ozone. The quantification of the role of those processes is the subject of ongoing research, including their impact on 
the climate response to CO2 (Section 5.3.1.3) and to ODSs (Section 5.3.2.2.1), as well as their role for stratospheric and tropospheric 
variability on interannual timescales (Section 5.3.2.1).

detailed in Box 5-4, and new research into the climate impacts of 
stratospheric ozone changes under GHG forcing (mainly CO2) is 
assessed in the following. 

In the last Assessment, it was stated that stratospheric 
ozone-climate feedbacks are more likely to reduce rather than in-
crease the equilibrium climate sensitivity (ECS), quantified as the 
near-equilibrium global warming response to an abrupt quadru-
pling of atmospheric CO2 concentrations. However, the uncer-
tainty in the feedback across models is large (0 –20% in the ECS, 
or –0.01 to –0.13 W m–2 K–1 in the climate feedback), contributing 
to a substantial fraction (~30%) of the uncertainty in the net non-
CO2 biogeochemical feedbacks under climate change (Section 
6.4.5 of Szopa et al., 2021). Since the last Assessment, new 
insights have been gained into possible reasons for the model 
uncertainty in the ozone-climate feedback. These include incon-
sistencies between the chemical and thermal tropopause when 
ozone abundances are prescribed (Nowack et al., 2018, 2015), 
leading to biases such as a too-warm cold point temperature and 
excessive moistening of the stratosphere (Hardiman et al., 2019; 
Nowack et al., 2018). It has been shown that this effect can lead 
to an overestimation of the ECS by about 10% (Hardiman et al., 
2019) in one model that previously reported a very strong ozone 
feedback (20%) on ECS (e.g., Nowack et al., 2017, 2015), and this 
bias can generally be expected to be large in models with suffi-
ciently high vertical resolution and high climate sensitivity.

Aside from specifications near the tropopause, the other 
possible source of uncertainty in the ozone-climate feedback is 
how ozone itself is affected by increasing GHGs, as it changes 
quite differently across climate models (Chiodo et al., 2018). In 
a simple 1-D radiative convective equilibrium model (Dacie et al., 
2019), imposing a 4xCO2 forcing while keeping ozone at prein-
dustrial levels leads to cooling of the stratosphere and warming 
of the troposphere (Figure 5-10). Imposing ozone changes 
under 4xCO2 (which are prescribed from CCMs) leads to 5–10 K
less cooling in the upper stratosphere and enhanced cooling (of 
2–3 K) of the lower stratosphere (compare solid blue and pink 
lines in right panel of Figure 5-10), consistent with the sign of 
the prescribed ozone change. Further, surface warming is slightly 
reduced (from 6.6 to 6.3 K), consistent with the negative feed-
back on ECS reported in other studies (Dietmüller et al., 2014; 
Muthers et al., 2014; Nowack et al., 2015). The reduction in ECS 
when imposing different ozone perturbations in this 1-D model 
ranges between 0 and 10%, whereas in a more complex CCM, 
imposing a range of ozone perturbations does not affect ECS at all 
(Chiodo and Polvani, 2019). This suggests that the magnitude of 
the stratospheric ozone feedback on ECS is likely to be model-de-
pendent but unlikely to affect ECS by more than 10%, with most of 
the uncertainty originating in the interactions between ozone and 

physical feedbacks, such as with clouds or the lapse rate. Ozone 
might also modulate the climate response to forcing agents other 
than CO2, such as methane (Stecher et al., 2021), but this has not 
yet received much attention.

In addition, there is new evidence that stratospheric 
ozone-circulation coupling modifies the atmospheric circulation 
response to CO2. Stratospheric ozone modulates the stratospher-
ic cooling due to CO2 (Chiodo and Polvani, 2019; Dietmüller et 
al., 2014; Nowack et al., 2018, 2015; Kuilman et al., 2020) and 
can subsequently affect dynamics through changes in the meridi-
onal temperature gradient. In the stratosphere, model simulations 
with interactive ozone show a dampening of GHG-induced tropi-
cal upwelling increases, reducing the QBO amplitude (DallaSanta 
et al., 2021). In the troposphere, interactive stratospheric ozone 
reduces the poleward shift of the eddy-driven jet in response 
to GHG increases (Chiodo and Polvani, 2017; Nowack et al., 
2018; Chiodo and Polvani, 2019) and damps the ENSO response 
(Nowack et al., 2017). While these are individual model findings 
and have not yet been tested for consistency across multiple 
models, they consistently suggest that stratospheric ozone may 
affect several aspects of tropospheric and surface climate beyond 
the global mean surface temperature, inducing a negative feed-
back on a variety of circulation metrics and thereby counteracting 
the effects of GHGs. 

Taken together, we assess that stratospheric ozone–cli-
mate feedbacks are still uncertain but more likely to reduce than 
increase ECS, consistent with the conclusions of the previous 
Assessment (WMO, 2018) and IPCC AR6 (Szopa et al., 2021). 
Based on new evidence since the last Assessment, we revise the 
range of ECS reduction due to the stratospheric ozone-climate 
feedback to 0 –10%, with reductions beyond 10% deemed un-
likely. While not yet quantified with high certainty, there is robust 
evidence that stratospheric ozone affects other aspects beyond 
ECS, such as the atmospheric circulation response to GHGs in 
both the stratosphere and troposphere.

5.3.2 Ozone/Dynamical Coupling
Stratospheric ozone is strongly coupled to the stratospheric 

circulation, as its abundances are largely determined by transport, 
especially in the lower stratosphere. In turn, stratospheric ozone 
itself affects the circulation via changes in radiative heating and 
temperature gradients (see Box 5-4). In previous Assessments, 
the effects of stratospheric ozone on circulation have been stud-
ied in the context of long-term depletion and recovery trends. 
Updates on the impact of ozone trends on circulation, with partic-
ular emphasis on the emerging signal from the Montreal Protocol 
since the early 2000s, are provided in Section 5.3.2.2.



Chapter 5

299

Since the last Assessment, new work has provided evidence 
that interannual variations in ozone may affect stratospheric cir-
culation and its coupling to the troposphere, in much the same 
way as long-term trends. While interannual variations in ozone 
are largely driven by circulation variability, they are also affected 
by chemistry, in particular for polar ozone when ODS abundanc-
es are high (see Chapter 4). This radiative-dynamical-chemical 
coupling between ozone and circulation (see Box 5-4) can lead 
to ozone-induced surface impacts on sub-seasonal to interannual 
timescales, as assessed in Section 5.3.2.1. When integrated over 
longer timescales, the two-way ozone-circulation coupling also 
alters the circulation and climate response to long-term ozone 
trends, as discussed in Section 5.3.2.2.1.

5.3.2.1 Ozone-Circulation Coupling on 
Seasonal to Interannual Timescales

Stratospheric ozone has large variations on sub-seasonal 
to interannual timescales, particularly in springtime in the polar 
stratosphere (Chapter 4). Recent dramatic examples of this are the 
weakened springtime polar cap ozone depletion in the Antarctic 
in 2019 (Wargan et al., 2020) and the large depletion in the Arctic 
in 2020 (Lawrence et al., 2020). These interannual variations in 
polar cap ozone may further amplify stratospheric temperature 
variations and thus provide a coupling to the circulation, as de-
scribed in Box 5-4. Given the relatively long timescales (i.e., 1–2 
months) associated with stratosphere-troposphere coupling (Lim 
et al., 2018, 2019), ozone information could provide a source of 
sub-seasonal to seasonal predictability for surface climate (Son 
et al., 2013; Bandoro et al., 2014). However, the causality in the 
link between ozone extremes and surface climate to date is un-
clear and subject to debate, as downward coupling may come 
from stratospheric dynamics rather than ozone itself. In the 2018 
Assessment, it was noted that interannual variations in Arctic and 
Antarctic ozone may be important for surface climate, but work 
remains to better quantify this connection. Here, we discuss the 
newest evidence in this field for the Antarctic (Section 5.3.2.1.1), 
the Arctic (Section 5.3.2.1.2), and the tropics (Section 5.3.2.1.3).

5.3.2.1.1 Antarctic
In previous Assessments, it was noted that there is a statis-

tical link between Antarctic polar cap ozone in springtime and 
spring-to-summer surface climate, including widespread vari-
ations in precipitation and surface air temperature across the 
Southern Hemisphere (Son et al., 2013; Bandoro et al., 2014). 
However, interannual variations in springtime ozone are strongly 
coupled with the polar vortex through ozone transport and polar 
ozone depletion (see Box 5-4, Figure 1). Variations in the polar 
vortex are associated with changes in surface climate (Byrne and 
Shepherd, 2018; Lim et al., 2018; Thompson et al., 2005), mak-
ing it difficult to tease apart the effect of ozone on the circulation 
from that of downward coupling from the polar vortex without 
such ozone effects (Karpechko, Maycock et al., 2018).

Since the last Assessment, the link between vortex variabili-
ty, ozone, and surface climate on interannual timescales has been 
revisited using climate and sub-seasonal to seasonal (S2S) predic-
tion models. The polar vortex weakening in spring 2019, which 
may have contributed to Australian New Year fires in the following 
summer (Lim et al., 2021), was also linked with the smallest ozone 
hole since the early 1980s (Chapter 4), but the role of ozone in 
these events is unclear. The observed surface signals following 
years with extreme ozone perturbations have been reproduced 
in CCMs but with mixed success. For example, one model repro-
duces the link between November ozone and Australian summer 
temperatures only when observed SSTs are prescribed, but it fails 
to capture the link when the ocean is coupled (Gillett et al., 2019). 
This hints at the role of observed SSTs, rather than ozone, in driv-
ing the ozone/SAM and ozone/surface temperature relationship 
in this model. Other CCMs reproduce the observed surface sig-
nals, even in ocean-coupled simulations (Damiani et al., 2020). 
Model biases, such as the too-long-lived SH polar vortex and/or 
excessive ENSO amplitudes, may hinder models’ ability to simu-
late the interannual relationship reliably. Moreover, the observed 
correlation between November ozone and SH surface climate in 
summer is strong over the 1979–2012 period but becomes weak 
if a shorter period (1979–2004) is analyzed (Gillett et al., 2019), 
raising questions about the possible role of natural variability. 

Figure 5-10. Stratospheric ozone feed-
back on temperature changes simulated 
by a simple 1-D radiative convective equi-
librium model. Vertical profile of (left) trop-
ical mean zonal mean ozone for preindus-
trial climate (pink) and for 4xCO2 (blue), 
and (right) resulting temperature profiles 
from the model for preindustrial climate 
(pink dashed), and for 4xCO2 forcing when 
prescribing the preindustrial ozone profile 
(pink) or the 4xCO2 ozone profile (blue). 
[Adapted from Dacie et al., 2019.]
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Lastly, the relative roles of ozone and dynamical downward cou-
pling from the stratosphere are unclear, as none of these studies 
quantified the impact of interactive ozone on the ozone/surface 
climate link.

The causal impact of stratospheric ozone variations on sur-
face climate has been quantified only for some extreme events 
in the SH stratosphere (Hendon et al., 2020). The major SSW 
of September 2002 was a unique event, with one of the largest 
disruptions of the stratospheric vortex on record, resulting in a 
strongly negative SAM (Thompson et al., 2005), and hot, dry con-
ditions over Australia in October (Figure 5-11). In 2002, Antarctic 
ozone abundances in September were exceptionally high, thus 
offering a unique opportunity for a case study on the ozone/
surface climate connection. Seasonal model forecasts using cli-
matological ozone underpredict the SAM anomaly in October 
and, as a consequence, the regional signals over Australia (CTRL 
in Figure 5-11). Conversely, prescribing the observed ozone 

anomalies of 2002 in the ACCESS forecasting model leads to en-
hanced regional signals, which come closer to observations (dif-
ference between EXPR and CTRL in Figure 5-11). The signature 
originates from enhanced persistence of the stratospheric signal 
of the SSW event due to ozone-circulation coupling, which drives 
an enhanced negative SAM. This provides evidence for ozone 
effects on SH surface climate but only for a specific event (2002) 
and in one model. A similar sub-seasonal model prediction study 
is consistent with these results for the entire 2004–2020 period 
(Oh et al., 2022). Recently, it was suggested that high ozone 
abundances occurring during SSWs may initially lead to a positive 
tropospheric SAM in spring (a “fast response”) and subsequently 
drive a negative SAM in early summer (a “slow response”; Jucker 
et al., 2022). While this hypothesis explains the observed behav-
ior following the 2019 SSW event, it is inconsistent with observa-
tions for the 2002 SSW and remains to be tested for other cases 
and with  more realistic configurations and other models.

Oct Tmaxa) CTRLb) EXPR-CTRLc)

Oct Rainfalld) CTRLe) EXPR-CTRLf)

Figure 5-11. Effect of stratospheric ozone anomalies on surface climate in October 2002. Panels (a) and (d) show the observed 
anomaly in (a) maximum temperature (units: K) and (d) precipitation (units: mm/day) for October 2002. Panels (b) and (e) show 
the simulated temperature (b) and precipitation (d) anomalies, averaged across and 11 members ensemble of model simulations 
using the ACCESS forecasting model when fixed climatological ozone concentrations are used (CTRL). Panels (c) and (f) show 
the ensemble-mean difference in temperature (c) and precipitation (f) between model simulations where the observed 2002 
ozone anomalies were used (EXPR) and the CTRL simulations (shown in panels b and d) using a fixed climatological ozone (CTRL). 
Hatching in (a) and (d) indicates where the October 2002 anomaly falls in the upper 20% and lower 20% tails, respectively, of the 
observed distribution for the period 1990 –2012 (excluding 2002). Stippling and hatching in (b) and (e) indicate where the pre-
dicted values fall within the 5% and 10% tails, respectively, of the distribution based on the hindcast control simulations spanning 
the period 1990 –2012 (excluding 2002). Stippling and hatching in (c) and (f) indicate where the null hypothesis of no difference 
between EXPR and CTRL is rejected at the 5% (10%) level based on resampling of the 11 ensemble members from the CTRL and 
EXPR for 2002.  [Adapted from Hendon et al., 2020.]
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Taken together, we assess that interannual variations in the 
severity of the Antarctic ozone hole likely affect SH surface climate 
by inducing variations in the tropospheric SAM (e.g., a weaker 
ozone hole and attendant weaker polar vortex result in a swing to 
the negative polarity of the SAM in the summertime, reflected by 
an equatorward shift of the mid-latitude westerlies). However, the 
robustness and causality of the ozone-SAM-surface link on inter-
annual timescales, and thus the added value for predictability, is 
still unclear, especially on regional scales (Australia), where other 
modes of variability (e.g., the Indian Ocean Dipole and ENSO) 
can have a more direct impact. Climate models show only limited 
skill in reproducing the observed relationship, and the role of nat-
ural variability and/or model bias remains unclear. 

5.3.2.1.2 Arctic 
The previous Assessment noted that studies examining the 

influence of interannual variability in springtime Arctic stratospher-
ic ozone on NH tropospheric and surface climate yielded mixed 
results. Some studies find no or limited influence (Cheung et al., 
2014; Karpechko et al., 2014; Smith and Polvani, 2014) and oth-
ers find a significant influence of springtime low Arctic ozone that 
resembles the positive phase of the North Atlantic Oscillation/
Northern Annular Mode (NAO/NAM), but only in the presence 
of high ODS concentrations and/or sufficient chemical ozone 
loss (Smith and Polvani, 2014; Calvo et al., 2015; Ivy et al., 2017). 
The positive phase of the NAM is associated with a stronger and 

poleward-shifted jet stream, anomalous surface warming over 
Eurasia, anomalous surface cooling over Greenland and north-
eastern Canada, and anomalously high precipitation over north-
ern Europe. Since the previous Assessment, a number of studies 
linking late–20th century Arctic springtime ozone variability and 
NH surface climate have been published (Xie et al., 2018; Ma et 
al., 2019; Stone et al., 2019; Ma and Xie, 2020; Maleska et al., 
2020; Stone et al., 2020; Xia et al., 2021). Yet isolating any direct 
influence of ozone anomalies from that of stratospheric circula-
tion anomalies and stratosphere-troposphere coupling remains 
a challenge as ozone and circulation are inherently coupled via 
both transport and chemistry (see Box 5-4; Fusco and Salby, 
1999; Randel et al., 2002; Tegtmeier et al., 2008; Rieder et al., 
2014; de la Cámara et al., 2018; Haase and Matthes, 2019; Harari 
et al., 2019; Oehrlein et al., 2020; Hong and Reichler, 2021).

New modeling evidence supports a significant correlation 
between Arctic springtime ozone anomalies and polar cap sur-
face air pressure, but this correlation becomes insignificant when 
adjusted for stratospheric circulation anomalies (Harari et al., 
2019).  Consistent with this result, another modeling study found 
that the composite difference in sea level pressure between low 
and high Arctic springtime ozone years during the 1985–2005 
period projected almost entirely onto the NAM, underscoring the 
dominant role of large-scale circulation in linking ozone extremes 
to surface climate (Maleska et al., 2020). 

Figure 5-12. Impact of interannual Arctic ozone variations 
on stratospheric temperatures and tropospheric circula-
tion. Probability distribution functions for (top) April and 
(middle) May monthly mean Arctic lower stratospheric 
(50 hPa) polar cap temperature for the coldest and warm-
est 20 years in perpetual year-2000 Whole Atmosphere 
Community Climate Model (WACCM) integrations with 
interactive chemistry (brown) and with prescribed climato-
logical zonal mean ozone (green). Solid curves indicate a 
significant difference between the two integrations at the 
95% level, while dashed curves indicate no significant dif-
ference. (bottom) Box plots of the Northern Annular Mode 
(NAM) index at 1000 hPa following winters with extreme 
ozone loss. The box plot shows the distribution of the mean 
NAM Index (20 - 90°N) at 1000 hPa in the month follow-
ing the ozone minimum for the MERRA2 reanalysis (gray), 
WACCM integrations with interactive middle atmosphere 
chemistry (brown) and the WACCM integrations in which 
ozone chemistry is decoupled from the radiation scheme, 
i.e. the radiation scheme uses a prescribed climatological 
year-2000 zonal mean ozone field (green). In the bottom 
panel, in the WACCM integrations with prescribed ozone, 
chemistry is still calculated in the background so that ozone 
depletion events can be identified following the methodol-
ogy in Friedel et al. (2022). Triangles and numbers indicate 
the mean NAM index in the month after the ozone minima, 
averaged over the 25% most extreme winters. The upper 
and lower edges of the boxes show the upper and lower 
quartile, the whiskers represent the maximum and mini-
mum values of the respective distribution. [Top and middle 
panels adapted from Rieder et al., 2019, and bottom panel 
adapted from Friedel et al., 2022.]
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The above studies (Harari et al., 2019; Maleska et al., 2020), 
however, do not directly isolate the contribution of potential cou-
pling between ozone and large-scale dynamics, and recent work 
comparing simulations with and without interactive middle-atmo-
sphere chemistry in the presence of late–20th century ODS con-
centrations has highlighted the importance of this coupling for 
both NH stratospheric and tropospheric climate (Rae et al., 2019; 
Haase and Matthes, 2019; Rieder et al., 2019; Romanowsky et 
al., 2019; Oehrlein et al., 2020; Friedel et al., 2022; see also Box 
5-4). For example, cold extremes in Arctic polar lower-strato-
spheric temperature are significantly colder in a model simulation 
with interactive chemistry than in a simulation with prescribed 
ozone (Figure 5-12 top and middle panel; Rieder et al., 2019). 
This suggests that ozone-circulation coupling is important for NH 
stratospheric climate. Recent modeling work in which the radi-
ative effects of ozone are decoupled from ozone itself provides 
evidence that ozone-circulation coupling in the stratosphere can 
have a significant impact on tropospheric and surface climate via 
stratosphere-troposphere coupling (Figure 5-12 bottom panel; 
Friedel et al., 2022; see also Box 5-4): under year-2000 ODS 
concentrations, ozone-circulation coupling leads to a significantly 
more positive NAM at the surface (1000 hPa) for years with low 
ozone in spring. Although there is clear evidence of this cou-
pling, the magnitude and significance of its contribution may be 
sensitive to statistical sampling and the configuration of the CCM 
(Haase and Matthes, 2019; Oehrlein et al., 2020; Friedel et al., 
2022). Finally, analysis of model output during the 1985–2005 
period suggests that rapid adjustments in high clouds associated 
with localized extreme chemical ozone loss and a decrease in up-
per-tropospheric stability may also contribute to the link between 
springtime ozone and surface climate (Maleska et al., 2020; Xia 
et al., 2021). 

The extent to which the representation of ozone variability in 
forecast models leads to improved skill is mixed. One study found 
that when a new prognostic ozone scheme is interactive with radi-
ation, there is improved skill in the North Atlantic region for both 

medium- and long-range hindcasts due to an improvement in the 
representation of stratosphere-troposphere coupling (Monge-
Sanz et al., 2022). In contrast, another study examining forecasts 
of individual extreme ozone loss years (1997, 2011, and 2020) 
found that the forecasts do not consistently capture the observed 
link between low ozone extremes and near-surface temperatures 
in the Northern Hemisphere (Rao and Garfinkel, 2020). The 2020 
extreme ozone depletion event (Lawrence et al., 2020) was an ex-
ception, however, and the subsequent Eurasian surface warming 
was reasonably well predicted 2–3 weeks in advance (Rao and 
Garfinkel, 2020; Rao and Garfinkel, 2021c; Xia et al., 2021).

In summary, based on substantial new research since the 
previous Assessment, our determination is that although the in-
fluence of  interannual variability in Arctic springtime ozone on 
NH surface climate is primarily driven by the large-scale circu-
lation, there is evidence for a non-negligible contribution from 
ozone-circulation coupling during the late 20th century when high 
ODS concentrations contribute to chemical ozone loss (Calvo et 
al., 2015; Maleska et al., 2020; Friedel et al., 2022; Box 5-4). 
Uncertainty remains in the quantification of the contribution of 
this coupling to NH surface climate.

5.3.2.1.3 Tropics 
Since the last Assessment, a few studies have shown that 

ozone-circulation coupling may affect the variability in the trop-
ical stratosphere under steady-state preindustrial conditions. 
One study (Yook et al., 2020) simulated that interactive ozone 
chemistry increases the variability in tropical stratospheric tem-
peratures in one global model by a factor of two (Figure 5-13a). 
The increased variability is primarily driven by tropical upwelling 
and its effects on ozone at interannual timescales; ozone in turn 
feeds back onto temperature via LW and SW heating, with the 
latter dominating near the TTL region. Due to the long radiative 
timescales in this region, ozone not only affects the variance 
but also imparts additional memory from one month to the next 
(Figure 5-13b). Most remarkably, this study shows that models 

Figure 5-13. Impact of ozone variations on temperature variability. (a) Ratio of zonal mean temperature variance between a 
WACCM simulation with interactive ozone (FR) and one with specified ozone (SC), and (b) the difference in the e-folding times-
cale of temperature (in months) between the two simulations (FR-SC). [Adapted from Yook et al., 2020.]
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with prescribed ozone systematically underestimate the tem-
perature variance in this region. One caveat about this study is 
that an artificial QBO is nudged in this model. This may dampen 
the impact of ozone coupling on the tropical upwelling and thus 
interfere with the effects of ozone on temperature variance. In a 
model with an internally generated QBO, interactive ozone leads 
to a slight prolongation in the QBO period (from 29 to 31 months) 
and an intensification of the QBO amplitude (DallaSanta et al., 
2021; see Section 5.2.6.2). These results are consistent with the 
notion of ozone-induced enhanced temperature variance in the 
tropical stratosphere and are also consistent with previous work 
using other models with an internally generated QBO and inter-
active ozone (Shibata and Deushi, 2005), as well as with simula-
tions with prescribed ozone (Bushell et al., 2010), although the 
differences in the temperature variance are much smaller and only 
marginally significant.

Overall, there is new evidence since the last Assessment for 
effects of interannual variability in ozone, not only at high latitudes 
but also in the tropical regions. However, these results remain lim-
ited to a few individual model studies and are a subject of ongo-
ing analysis. 

5.3.2.2 Impact of Ozone Trends on the 
Tropospheric Circulation and Surface Climate

The linkages between SH ozone depletion and tropospher-
ic circulation trends were first noted in observations in 2002 
(Thompson and Solomon, 2002). The effects of stratospheric 
ozone losses on surface climate were simulated in fixed sea sur-
face temperature experiments in the early 2000s (Sexton, 2001; 
Kindem and Christianson, 2001), and in a coupled climate model 
a few years later (Gillett and Thompson, 2003). The anticipated 
linkages between ozone recovery and the surface flow were 

explored in coupled chemistry-climate models in 2008 (Son et 
al., 2008). Since that time, the role of stratospheric ozone deple-
tion and recovery in tropospheric climate has been reproduced 
in a large number of numerical experiments (e.g., Son et al., 
2010; Thompson et al., 2011; Seviour et al., 2017, and references 
therein). Recently produced historical reconstructions of the SAM 
suggest that the positive trend in the SAM during the decades 
prior to 2000, which is attributed to ozone depletion, is unprece-
dented in the last millennia and thus falls well outside the range of 
natural climate variability (Fogt and Marshall, 2020).

The 2010, 2014, and 2018 Assessments provided extensive 
reviews of the signatures of ozone depletion and recovery in the 
tropospheric circulation. As of the 2018 Assessment, the state of 
our understanding was the following: 

1. Observations indicate that the SH tropospheric jets shifted 
poleward and the SAM shifted toward its positive polarity 
over the period of large SH stratospheric ozone depletion, 
from roughly 1980 to 2000. 

2. The largest trends in the SH tropospheric climate occurred 
during the austral summer months. 

3. Climate simulations indicate that the bulk of the observed SH 
trends were due to Antarctic ozone depletion. 

4. Climate simulations suggest that ozone recovery will lead to 
a reversal of the SH trends that arose from Antarctic ozone 
depletion.  

5. Antarctic ozone depletion and recovery-related trends in the 
tropospheric circulation have widespread impacts on SH 
surface climate.

6. There is little evidence for similarly robust linkages between 
stratospheric ozone depletion and surface climate in the 
Northern Hemisphere. 

Figure 5-14. Observed total ozone and 
Southern Hemisphere tropospheric cir-
culation. Time series of (a) EESC (note 
the inverted left y axis) for polar winter 
conditions and Antarctic total column 
ozone (TCO; right axis) averaged over 
September through November, with 
the latter measured by SBUV (in DU). 
(b) position of the SH mid-latitude jet 
in reanalysis data in DJF, (c) the SAM in-
dex (note the inverted y axis) as derived 
from reanalysis data and from station 
observations in DJF, (d) position of the 
edge of the Hadley cell in reanalysis 
data in DJF. Renalysis data are averag-
es across four products (ERA-I, JRA-55, 
MERRA2-ana and MERRA2-asm). The 
thin lines are unsmoothed quantities, 
and thick lines represent centered 
three-year smoothed values. Two 
piecewise continuous linear trend lines 
for the unsmoothed data (dashed lines) 
are drawn for the periods 1980 –2000 
and 2000–2017. [From Banerjee et al., 
2020.]
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Since the 2018 Assessment, the availability of longer data 
records has permitted identification of the signature of ozone 
recovery in tropospheric circulation trends. Figure 5-14a (from 
Banerjee et al., 2020) summarizes the long-term behavior of SH 
stratospheric ozone during the period of large ozone losses and 
the onset of recovery. Antarctic stratospheric ozone concentra-
tions indicate signs of recovery since roughly 2000 (Solomon et 
al., 2016; Stone et al., 2018; Chapter 4). However, from Figure 
5-14a it is also clear that identifying the trend in ozone since 2000 
(dashed line) is complicated by the large interannual variability 
during this period (thin black line).  The SAM index exhibits trends 
similar to those found in total column ozone (Figure 5-14c): 1) the 
large decreases in ozone concentrations prior to year 2000 are 
accompanied by increases in the SAM index and 2) the onset of 
recovery following year 2000 is accompanied by no clear trend in 
the SAM index. The changes in the SAM index are accompanied 
by consistent changes in the position of the mid-latitude jet and 
the edge of the Hadley cell (Figure 5-14 b and d).

The signature of ozone recovery in circulation trends is clear-
est in the changes in circulation trends between the period of 
large ozone depletion and the onset of recovery (Banerjee et al., 
2020; Zambri et al., 2021). For example, Figure 5-15 shows that 
the period prior to 2001 was marked by significant decreases in 
polar ozone during November (panel a), polar stratospheric tem-
peratures during November and December (panel b), and polar 
geopotential height during November and December (panel c; 
see the caption for data sources). It was also marked by changes 
in the upper-tropospheric circulation in December and January, 
consistent with a trend toward the positive polarity of the SAM 
(panel d). As noted in both Banerjee et al. (2020) and Zambri et 
al. (2021), the period following 2001 (i.e., the onset of recovery) 
was not marked by significant trends in any of those fields. The dif-
ferences in trends between the periods prior to and after 2001 are 
significant at stratospheric levels and on the fringe of significance 
at upper-tropospheric levels (Figure 5-15; Zambri et al., 2021). 

Thus, observations to date indicate that: 

1. consistent with the anticipated effects of ozone recovery, 
the observed SH springtime stratospheric circulation trends 
since ~2001 are not statistically significant, but the changes 

in the circulation trends between the pre- and post-2001 
periods are statistically significant (Banerjee et al., 2020; 
Zambri et al., 2021); and

2. the attendant changes in SH summertime tropospheric cir-
culation trends are consistent with the changes found in the 
stratosphere (Banerjee et al., 2020; Zambri et al., 2021) but 
are on the fringe of significance (Zambri et al., 2021). 

It is worth emphasizing that the results shown in Figures 
5-14 and 5-15 extend only through 2018 and thus do not include 
the strong polar vortex and large ozone losses of SH spring 2020 
and spring 2021. 

The inferred influence of changes in ozone trends on changes 
in tropospheric circulation trends is supported by experiments run 
on coupled chemistry-climate simulations and prescribed-ozone 
climate model simulations (Banerjee et al., 2020; Zambri et al., 
2021; see Section 5.4). As noted in previous Assessments, the 
influence of increasing greenhouse gases on the SAM will likely 
oppose the effects of ozone recovery on the SAM during austral 
summer (e.g., Arblaster and Meehl, 2006; Thompson et al., 2011, 
Figure 3). The experiments in Banerjee et al. (2020) provide fur-
ther numerical support for this hypothesis.

Various dynamical and radiative mechanisms have been pro-
posed to explain how ozone-induced changes in the stratospher-
ic flow are communicated to the surface. These are summarized 
in the 2018 Assessment. As of this writing, the relative importance 
of the various proposed forcing mechanisms remains unclear and 
is a key focus of current research.

There is novel evidence that ozone-induced trends in the 
SAM exhibit longitudinal variations that have potentially im-
portant implications for the surface impacts of ozone depletion 
(Waugh et al., 2020). However, as concluded in Chapter 10 of 
IPCC AR6 (Doblas-Reyes et al., 2021), internal climate variability 
and uncertainty is too strong at the regional scale to robustly at-
tribute past regional surface climate change to specific anthropo-
genic forcings such as stratospheric ozone depletion. Likewise, 
Mindlin et al. (2021) highlight the large uncertainties in future 
regional climate change that arise from the uncertainties in the 
circulation response.

Figure 5-15. Trends in Southern Hemisphere high-latitude (65–90°S) ozone and circulation. (a) November ozone (DU yr –1), (b) 
November–December 70 hPa temperature (K yr –1), (c) November–December 50 hPa geopotential height (m yr –1), and (d) De-
cember–January 250 hPa geopotential height (m yr –1) for 1979–2001 (filled circles), 2001–2018 (open circles), and the difference 
(squares). Error bars represent the adjusted 95% confidence intervals of the trends. Ozone data are from the TOMS/OMI merged 
ozone dataset; temperature and geopotential height are from ERA5. [From Zambri et al., 2021.]
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As was the case in the 2018 Assessment, there are no de-
tectable NH surface impacts of long-term Arctic ozone changes 
over the past ~4 decades. However, for individual years with 
low springtime Arctic ozone, new model evidence indicates that 
the ozone anomalies induce changes to the stratospheric circu-
lation, with subsequent surface impacts (as discussed in Section 
5.3.2.1.2). 

Comparison with the IPCC AR6. Since the 2018 Assessment, 
the relative roles of ozone depletion and greenhouse gases in 
future climate change have been quantified in CMIP6 climate 
change simulations (Mindlin et al., 2021; Lee et al., 2021). 
Simulations from the CMIP6 archive support conclusions from 
earlier analyses (e.g., Arblaster and Meehl, 2006; McLandress 
et al., 2010; Thompson et al., 2011, Figure 3); namely, that the 
anticipated influence of ozone recovery on the SH circulation 
during austral summer is opposed by the anticipated influence of 
increasing GHGs on the SH circulation. This opposing influence 
on SH summer circulation changes is consistent with their scenar-
io dependency by the end of the century, as reported in Chapter 
4 of the Working Group I contribution to IPCC AR6 (Lee et al., 
2021), which stated, “there is high confidence that in high-emis-
sions scenarios (SSP3‐7.0 and SSP5‐8.5) the SAM becomes more 
positive in all seasons, while in the lowest scenario (SSP1‐1.9) 
there is a robust decrease in austral summer.” This finding is 
further supported by recent work (Revell et al., 2022), which in 
addition highlights the dependency of changes in the summer cir-
culation jets on the evolution of stratospheric ozone in the mod-
els, in particular emphasizing the important role of consistency of 
stratospheric ozone with the underlying GHG scenario.

However, the IPCC AR6 report also notes that the “contribu-
tion [to the SAM] from ozone forcing evaluated with the four avail-
able models is not significant (Fig. 3.34b)” (Figure 3.34 and asso-
ciated text in Eyring et al., 2021). Taken at face value, the above 
statement appears to contradict two decades of numerical evi-
dence that reaches the opposite conclusion, including evidence 
derived from CMIP5 (Barnes and Polvani, 2013) and summarized 
in the past three Ozone Assessments (WMO, 2010, 2014, 2018). 

There are two aspects of the evidence presented in Chapter 
3 of the Working Group I contribution to IPCC AR6 (Eyring et al., 
2021) that contribute to the discrepancies between their results 
(see Figure 3.34 of Eyring et al., 2021) and results reported here 
and in the last three Assessments (WMO, 2010, 2014, 2018):

1. The SAM index used in Eyring et al. (2021) is based on the 
algebraic difference between sea level pressure (SLP) at 
two discrete latitudes (40°S and 65°S) that lie very close 
to the nodes—not the centers of action—of the SAM in the 
SLP field. Variations in the SAM are better captured by indi-
ces that account for the hemispheric-scale structure of the 
pattern.

2. Eyring et al. (2021) summarizes simulated trends in the SAM 
from two periods: 1979–2019 and 2000 –2019. Neither 
period is well positioned to isolate the signature of ozone 
depletion on surface climate. The former period samples not 
only the era of large stratospheric ozone depletion but also 
the era of the onset of recovery. The latter period does not 
sample the era of large stratospheric ozone depletion.

The summary remarks in Chapter 3 of the Working Group I 
contribution to  IPCC AR6 (Eyring et al., 2021) align more close-
ly with the conclusions reported here. In this case, AR6 states 

“While ozone depletion contributed to the trend from the 1970s 
to the 1990s (medium confidence), its influence has been small 
since 2000, leading to a weaker summertime SAM trend over 
2000 –2019 (medium confidence)”. Our assessment agrees with 
the general conclusions in the above statement but would assign 
higher confidences given the evidence reviewed here and in past 
WMO reports (WMO, 2010, 2014, 2018).

5.3.2.2.1 Impact of Two-Way Ozone-Circulation 
Coupling on Antarctic/Southern Hemisphere 
Trends

As discussed in Section 5.3.2.1.2 and Box 5-4, the nature of 
how ozone and, consequently, coupling between ozone and cir-
culation are represented in climate models has been an ongoing 
area of research. In many climate models, ozone concentrations 
are prescribed as a monthly and zonal mean forcing, such as the 
recommended IGAC/SPARC ozone fields used in the CMIP5 
model runs (Eyring et al., 2013; Cionni et al., 2011). Prescribing 
monthly and zonal mean ozone rather than interactively comput-
ing it neglects important aspects of ozone variability and trends, 
including zonal asymmetries in ozone and high temporal frequen-
cy events, specifically  the evolution of the seasonal ozone hole in 
the Southern Hemisphere (Crook et al., 2008; Gillett et al., 2009; 
Waugh et al., 2009; Neely et al., 2014; Haase et al., 2020), as 
well as ozone-circulation couplings (Rae et al., 2019; Haase et al., 
2020; Ivanciu et al., 2021; Lin and Ming, 2021; see also Section 
5.3.2.1.2). As such, the recommended ozone forcing for CMIP6 
now includes zonal asymmetries (Checa-Garcia et al., 2018), al-
though many models continue to use a zonal mean ozone forcing 
(Keeble et al., 2021).

In the previous Assessment, calculations comparing the 
CCMI and CMIP5 multi-model ensembles suggested that the 
representation of ozone (interactive in the CCMI ensemble but 
largely prescribed in the CMIP5 ensemble) did not affect the 
simulation of SH tropospheric circulation trends in December–
January–February (DJF, i.e., austral summer; Son et al., 2018). In 
contrast, a recent analysis of CMIP6 historical DJF SAM trends 
noted a greater influence of ozone depletion relative to green-
house gases in simulations with interactive ozone chemistry than 
those without (Morgenstern, 2021). Large systematic model dif-
ferences, varying ensemble sizes, and differences in which ozone 
forcing is used and how it is prescribed within such multi-model 
ensembles contribute to the ambiguity of these results (Keeble 
et al., 2021). Previous single-model studies have shown that the 
representation of ozone can have a significant effect on SH circu-
lation variability and trends, particularly in the stratosphere, and 
some studies also show an effect in the troposphere (Crook et al., 
2008; Gillett et al., 2009; Waugh et al., 2009; Neely et al., 2014). 

Since the last Assessment, several single-model studies have 
reexamined the effect of ozone-circulation coupling on summer-
time SH circulation trends. The studies compared ensembles 
of CCM integrations with either fully interactive ozone or pre-
scribed ozone and found that both zonally asymmetric ozone and 
ozone-circulation coupling in the interactive integrations contrib-
ute to significantly colder and stronger SH polar cap stratospheric 
temperature and zonal wind trends, respectively (Haase et al., 
2020; Ivanciu et al., 2021; Lin and Ming, 2021). It was suggested 
that zonal wind-induced wave dissipation and/or wave dissipa-
tion via ozone radiative damping may be playing an important 
role when ozone chemistry is interactive and may be amplified 
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in the presence of high concentrations of ODSs (Lin and Ming, 
2021). The effect of interactive ozone on tropospheric trends, 
however, was ambiguous, with one study showing no effect over 
the 1969–1998 period (Haase et al., 2020) and the other using 
a different climate model showing significantly larger trends in 
tropospheric zonal wind over the 1958–2013 period (Ivanciu et 
al., 2021). 

In summary, our assessment is that two-way ozone-circula-
tion coupling has a robust influence on SH stratospheric circula-
tion trends and amplifies the circulation response to ODS-forced 
ozone changes. Thus, model studies using prescribed ozone 
fields might underestimate those effects. Whether the amplified 
stratospheric circulation response also influences the tropospher-
ic circulation trends has not yet been robustly shown.

5.3.3 Impacts of Ozone Changes on the 
Oceans and the Cryosphere

5.3.3.1 Ocean Impacts
Winds over the Southern Ocean play a fundamental role 

in driving the ocean circulation. Over the period ~1980 –2000, 

summer trends in the SAM and in westerly winds have been main-
ly attributed to ozone depletion; since 2000, summer trends in 
the SAM have not been significant (Section 5.3.2.2). Westerly 
wind stress over the Southern Ocean drives equatorward Ekman 
transport, resulting in mixed-layer divergence and upwelling at 
high latitudes (on the poleward side of the westerly wind jet) and 
convergence and downwelling at mid-latitudes (on the equa-
torward side of the westerly wind jet; Hall and Visbeck, 2002; 
Sen Gupta and England, 2006). A positive SAM trend implies a 
poleward shift and/or strengthening of the surface westerly wind 
stress and thus a poleward shift and/or strengthening in the re-
gions of mixed-layer divergence and convergence. Observations 
of the upper 2000 m of the Southern Ocean have shown a 
broadscale warming and freshening (Karpechko, Maycock et al., 
2018; Rintoul, 2018). The last Assessment reported a substantial 
role for ozone depletion, through its influence on surface wind 
stress, in recent trends of the Southern Ocean circulation during 
austral summer. The warming of the upper ocean at 30 –60°S is, 
however, mainly driven by an increasing abundance of green-
house gases, with ozone depletion playing a secondary role 
(Karpechko, Maycock et al., 2018). 

Figure 5-16. Observed 
and simulated changes in 
Southern Ocean tempera-
ture and salinity. Zonal mean 
(a, c, e) temperature, and 
(b, d, f) salinity, from (a, b) 
observations, (c, d) ensem-
ble means of the CanESM2 
greenhouse-gas-only simu-
lations, and (e, f) stratospher-
ic-ozone-only simulations. 
Anomalies represent the dif-
ference between the 2006–
2015 mean and the mean over 
a 1950–1980 base period. 
Black contours show the cli-
matological temperature and 
salinity. The CanESM2 fields 
(c, d, e, f) are subsampled to 
match observational cover-
age and scaled to best match 
the observations using scaling 
factors of (c) 0.70, (d) 0.74, (e) 
1.77, and (f) 0.70. [Adapted 
from Swart et al., 2018.]

Observations

Greenhouse Gas Only Simulations

Stratospheric Ozone Only Simulations

a)

c)

e)

b)

d)

f)

Latitude (°)Latitude (°)

D
ep

th
 (m

)
D

ep
th

 (m
)

D
ep

th
 (m

)

∆Temp (°C) ∆Salinity (psu)



Chapter 5

307

Recent studies continue to show long-term broadscale 
warming and freshening in the upper 2000 m of the Southern 
Ocean south of 35°S since the 1950s (Figure 5-16; Rintoul, 2018; 
Swart et al., 2018), since the 1980s (Bronselaer et al., 2020), and 
since the 1990s (Auger et al., 2021). Recent modeling evidence 
suggests that poleward-intensifying winds contribute to the 
broadscale warming and freshening (Bronselaer et al., 2020). A 
period of rapid warming in the upper 2000 m of the Southern 
Ocean was observed over the period 2003–2012, but the pace of 
warming has slowed down since, with decadal variations in warm-
ing rates related to variations in the SAM and the Interdecadal 
Pacific Oscillation (Wang et al., 2021). Despite the broadscale 
warming of the upper 2000 m of the ocean south of ~35°S, SSTs 
have cooled at higher latitudes (south of ~50°S) since the 1980s 
(Armour et al., 2016; Haumann et al., 2020) and the 1990s (Auger 
et al., 2021; see Figure 5-17a). The high-latitude surface cooling 
has been accompanied by a freshening and linked to increased 
sea ice (Morrow and Kestenare, 2017; Fan et al., 2014).

Since the last Assessment, further evidence suggests that 
increasing greenhouse gases are the primary driver of Southern 
Ocean subsurface warming and freshening (Figure 5-16; Swart 
et al., 2018; Hobbs et al., 2021), with stratospheric ozone deple-
tion playing a secondary or lesser role in driving warming (Swart 
et al., 2018; Li et al., 2021; Liu et al., 2022). Physically, surface 
fluxes of heat and freshwater are found to be the primary driver 
of changes, with wind-driven changes in ocean transport play-
ing a secondary role (Swart et al., 2018; Armour et al., 2016). 
The proportion of Southern Ocean changes that are attributed 
to stratospheric ozone depletion varies across modeling studies 
(Sigmond et al., 2011; Solomon et al., 2015; Swart et al., 2018; 
Hobbs et al., 2021; Li et al., 2021; Liu et al., 2022). While pre-
vious work found 30% of both temperature and salinity changes 
across the Southern Ocean to be due to increasing ODSs and 
the resulting ozone depletion (Solomon et al., 2015), an ozone 
contribution to salinity changes was not formally detected in re-
cent studies (Swart et al., 2018; Hobbs et al., 2021). This is pos-
sibly because of the different study periods considered, because 
greenhouse gas and ozone fingerprints are similar for salinity and 
thus difficult to separate (Swart et al., 2018), because the salinity 
response to anthropogenic forcings across the Southern Ocean 
is model dependent (Hobbs et al., 2021), and/or because of dif-
ferent ozone forcing configurations across the studies. A recent 
modeling study separating the combined influences of strato-
spheric ozone depletion and increased tropospheric ozone from 
the influence of stratospheric ozone depletion only reports that 
both contribute to the interior Southern Ocean warming over the 
period 1955–2000, with increased tropospheric ozone making 
a larger contribution to the overall Southern Ocean heat content 
change (Liu et al., 2022). Based on the dominance of greenhouse 
gas forcing over the historical period (Solomon et al., 2015; Swart 
et al., 2018; Hobbs et al., 2021) and despite the projected miti-
gating effects of ozone recovery on wind-driven ocean changes 
(Sigmond et al., 2011; Wang et al., 2014; Ivanciu et al., 2022), 
it is expected that greenhouse gases will continue to dominate 
and the Southern Ocean will continue to warm and freshen over 
coming decades (Swart et al., 2018; Ivanciu et al., 2022).

In a variety of model simulations, the high-latitude Southern 
Ocean exhibits a two-timescale SST response to a hypothetical 
step change in the SAM such as occurs in abrupt ozone-hole 
experiments (when ozone is abruptly changed from pre-ozone 

Figure 5-17. Observed and simulated evolution of high-lat-
itude SST. (a) Observed 50–70°S average SST anomaly time 
series from the HadISST dataset. Anomalies are calculated 
relative to the 1955–2020 mean, and the bold line shows the 
20-year running mean smoothed with a Hanning window. 
(b) Ensemble-mean time series of annual-mean SST anoma-
ly averaged over 50–70°S from six different climate models 
simulating the climate response functions (CRFs) to abrupt 
ozone-hole conditions. The idealized ozone forcing reveals 
two timescales to the SST response—an initial cooling (the 
fast response) followed by an eventual warming (the slow 
response)—as indicated by large arrows; however, there is 
a large spread in responses across models. (c) Convolution 
of the anomalous SST response to abrupt ozone-hole con-
ditions in (b) with time-evolving ozone forcing, as shown in 
the insert (October-mean 60–90°S column ozone from the 
WACCM chemistry-climate model). The convolved SST time 
series in (c) differ from the observed SST time series in (a), 
suggesting ozone depletion is unlikely to have been the pri-
mary driver of the observed high-latitude SST cooling since 
~1980. [Adapted from Seviour et al., 2019.] 
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depletion levels to ozone-hole levels; Figure 5-17b; Ferreira et 
al., 2015; Seviour et al., 2019). The two-timescale SST response 
was described in detail in the last Assessment (Karpechko, 
Maycock et al., 2018). The fast SST response to strengthened 
and/or poleward-shifted westerly winds occurs over months to 
years and is characterized by increased northward Ekman trans-
port, causing SST cooling (negative SST anomalies in Figure 
5-17b); the slow response occurring over years to decades is 
characterized by upwelling of relatively warm water from below 
the mixed layer, causing an SST warming (positive SST anomalies 
in Figure 5-17b; Marshall et al., 2014). Despite additional abrupt 
ozone-hole simulations since the last Assessment, the timescale 
of transition from initial cooling to subsequent warming remains 
poorly constrained (Seviour et al., 2019), leading to continued 
uncertainty in the SST response to time-evolving ozone deple-
tion (Figure 5-17c). Furthermore, since the last Assessment 
high-resolution modeling has found that mesoscale eddies op-
pose anomalous wind-driven upwelling, preventing long-term 
warming (Doddridge et al., 2019). Thus, the spread in model 
behavior in the fast and slow responses to the SAM are likely re-
lated to the parameterization and/or resolution of eddies in the 
different models (Seviour et al., 2019; Doddridge et al., 2019). 
Even when biases in model climatology are taken into account, 
the current model evidence for the expected SST response to ob-
served ozone depletion (initial cooling followed by longer-term 
warming) suggests that ozone depletion is unlikely to have been 
the primary driver of the observed high-latitude surface cooling 
since the late 1970s (see Figure 5-17a; Seviour et al., 2019). 

In summary, since the last Assessment, the Southern Ocean 
(35–60°S, 0 –2000 m depth) overall has continued to warm and 
freshen (Rintoul, 2018; Swart et al., 2018). Two formal detection 
and attribution studies have identified increasing greenhouse 
gases as the primary driver of the Southern Ocean warming and 
freshening (Swart et al., 2018; Hobbs et al., 2021), with the role of 
ozone depletion in driving ocean warming identified as second-
ary (Swart et al., 2018). Further modeling evidence suggests that 
ozone depletion has not been the primary driver of the observed 
high-latitude surface cooling (Seviour et al., 2019). However, this 
conclusion is based on coarse-resolution models; high-resolution 
modeling suggests that mesoscale eddies could influence the 
long-term temperature response to wind changes (Doddridge 
et al., 2019). Overall, our confidence in the understanding and 
attribution of the observed high-latitude surface cooling is low. 
Simulations with eddy-resolving ocean models to examine the 
response of the Southern Ocean to increased westerly winds 
would be necessary to reduce this uncertainty in the response in 
high-latitude ocean circulation to ozone depletion.

5.3.3.2 Sea Ice Impacts
A number of studies summarized in previous Assessments 

have investigated the influence of the ozone hole on Antarctic 
sea ice trends. Over the satellite period, total Antarctic sea ice 
coverage has shown a modest increasing trend; however, this 
total increase masks both regional (Hobbs et al., 2015) and tem-
poral (Meehl et al., 2016; Eayrs et al., 2021) variations, and lacks 
statistical significance (Gulev et al., 2021). The 2014 and 2018 
Assessments reported that a variety of climate model simulations 
that isolated the impact of stratospheric ozone depletion from 
that of increasing greenhouse gases all simulated decreasing 
Antarctic sea ice in response to ozone depletion, in contrast to 

the observed increasing trend in sea ice.  

Since the last Assessment, there is further modeling ev-
idence that ozone depletion has not driven the observed long-
term changes in Antarctic sea ice. CMIP5 models capture the ob-
served relationship between the SAM and sea ice extent during 
austral summer, but the SAM explains only 15% of interannual 
variability in sea ice extent during austral fall—and thus that SAM 
trends and ozone depletion are not the primary drivers of the ob-
served sea ice increase over the satellite era (Polvani et al., 2021). 
In an assessment of the two-timescale response, Antarctic sea ice 
extent is shown to decline monotonically in response to abrupt 
ozone-hole conditions in five out of six models (Seviour et al., 
2019), consistent with previous modeling studies (Holland et al., 
2017), but contrasting with the weak observed sea ice changes 
(Handcock and Raphael, 2020). 

Confidence in modeling studies involving Antarctic sea ice 
remains low because coupled models run under full historical 
forcings (CMIP5 and CMIP6) simulate a decline in Antarctic sea 
ice that contrasts with observed changes (as assessed in Eyring 
et al., 2021). Over the period 1979–2018, Antarctic sea ice area 
trends in CMIP6 models are marginally consistent with observed 
trends (Roach et al., 2020). Some recent modeling evidence sug-
gests that internal variability alone could lead to a multi-decadal 
increase in Antarctic sea ice similar to observed trends (Zhang et 
al., 2019; Singh et al., 2019), but other lines of evidence suggest 
that internal variability cannot account for the modeled/observed 
discrepancy (Hobbs et al., 2015; Chemke and Polvani, 2020). 
Evidence suggests that the stronger-than-observed decline in 
Antarctic sea ice in coupled climate models is influenced by bi-
ased surface heat flux trends (Chemke and Polvani, 2020) and 
biased thermodynamics (Blanchard-Wrigglesworth et al., 2021). 
The Southern Ocean warm bias in CMIP models (Beadling et al., 
2020) has been linked to a cloud-based shortwave radiation bias 
in CMIP5 models (Hyder et al., 2018). Overall, confidence in at-
tributing changes in Antarctic sea ice is limited because of climate 
model deficiencies in capturing the observed Antarctic sea ice 
trends over the satellite era (Eyring et al., 2021).

A retreat of Antarctic sea ice unprecedented in the histori-
cal satellite record was observed during austral spring and early 
summer of 2016 and was discussed in the last Ozone Assessment. 
This sudden retreat of sea ice has been linked to changes in the 
SAM, which became strongly negative in November (Turner et 
al., 2017; Schlosser et al., 2018), with easterly wind anomalies 
contributing to the record low sea ice (Wang et al., 2019b; Eayrs 
et al., 2021). The near-record negative SAM during November 
has been linked to stratospheric polar vortex weakening and as-
sociated higher ozone (Wang et al., 2019b), tropical convective 
conditions (Meehl et al., 2019), and internal variability (Stuecker 
et al., 2017; Purich and England, 2019). 

The last Assessment concluded that ozone-hole changes 
cannot explain recent trends in Antarctic sea ice, and new studies 
support this conclusion. As in the last Assessment, confidence in 
the role of the ozone hole on Antarctic sea ice trends remains low, 
because of the limited number of ozone-only simulations avail-
able for analysis and because the majority of climate models still 
do not reproduce observed Antarctic sea ice trends since 1979 
due to Southern Ocean thermal and sea ice model biases. This 
lack of ability to simulate past sea ice trends inhibits the assess-
ment of the role of future ozone recovery in future sea ice trends.
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5.3.3.3 Ocean Carbon
The Southern Ocean accounts for about 40% of the global 

oceanic uptake of anthropogenic CO2 (Khatiwala et al., 2009; 
Frölicher et al., 2015). As described in Section 5.3.3.1, the wester-
ly winds over the Southern Ocean influence the meridional over-
turning circulation and thus the outgassing and uptake of carbon 
from and to the ocean. The westerly wind strengthening implied 
by a positive SAM trend enhances both the high-latitude upwell-
ing, increasing outgassing, and the mid-latitude downwelling, in-
creasing uptake (Le Quéré et al., 2007; Lovenduski et al., 2007). 
In the last Assessment, the availability of longer observational 
datasets and improved analysis techniques confirmed earlier 
studies showing a carbon sink slowdown between the 1980s and 
early 2000s (Le Quéré et al., 2007), and also revealed a reinvigo-
ration of the carbon sink between 2002 and 2012 (Landschützer 
et al., 2015; Munro et al., 2015). 

 Since the last Assessment, further observation-based evi-
dence suggests that the Southern Ocean carbon sink varies sub-
stantially on decadal timescales (Gruber et al., 2019; Keppler and 
Landschützer, 2019). A weakening of the carbon uptake during 
the 1990s, initially attributed to the ozone hole (Le Quéré et al., 
2007; Forster, Thompson et al., 2011), has been linked to the 
positive SAM that enhanced the high-latitude upwelling of CO2 
during this period (DeVries et al., 2017; Gruber et al., 2019). After 
~2000, the carbon uptake rebounded, increasing the global 
ocean carbon sink strength back to that expected based on at-
mospheric CO2 levels (DeVries et al., 2017; Gruber et al., 2019). A 
subsequent weakening of the carbon sink since ~2011 has been 
observed (Gruber et al., 2019; Keppler and Landschützer, 2019). 

In agreement with the last Assessment, there is little new ev-
idence suggesting that long-term changes in ozone are affecting 
the Southern Ocean carbon sink. Evidence suggests that decadal 
atmospheric circulation changes impact the net strength of the 
Southern Ocean carbon sink. While the positive SAM during 
the 1990s has been linked with a short-term slowdown of the 
carbon sink (DeVries et al., 2017; Gruber et al., 2019), suggest-
ing a possible ozone influence during this decade, evidence 
based on upscaled observations suggests that the total Southern 
Ocean carbon uptake south of 35°S over 1982–2016 has not 
been altered considerably by the positive SAM trend (Keppler 
and Landschützer, 2019). The observed decadal variations in 
the Southern Ocean carbon sink may be due to natural variability 
(Gruber et al., 2019).

5.3.3.4 Ice Sheet and Shelf Impacts
The influence of the ozone hole on Antarctic ice sheets and 

shelves has not been covered in detail in previous Assessments. 
Observational evidence suggests that the Antarctic ice sheet has 
only recently started responding to climate change (Noble et al., 
2020). Antarctic surface mass balance shows no clear trends over 
the satellite era but exhibits large variability (Rignot et al., 2019), 
with extreme precipitation events making a large contribution to 
annual precipitation accumulation over the continent and deter-
mining the interannual variability (Turner et al., 2019). Trends in 
total mass balance since 1979 have been driven by ice discharge 
(Rignot et al., 2019), with recent observations over 2003–2019 
showing the West Antarctic ice sheet losing mass while the East 
Antarctic ice sheet exhibits large variability (Smith et al., 2020). 
Overall, the Antarctic ice sheet lost mass between 1992 and 2017 
(Gulev et al., 2021). 

New evidence suggests that stratospheric ozone depletion 
could potentially have influenced the net balance of the Antarctic 
ice sheet, but this is highly uncertain. First, modeling evidence 
suggests that stratospheric ozone depletion and/or ODSs drove 
increased snow accumulation over Antarctica over the late 20th 
century, leading to an increase in the surface mass balance 
(Previdi and Polvani, 2017; Lenaerts et al., 2018; Chemke et al., 
2020). However, observations show large variability and no clear 
trends in Antarctic surface mass balance (Rignot et al., 2019). 
Second, and conversely, various lines of evidence suggest that a 
positive SAM (i.e., a poleward shift of the mid-latitude westerlies) 
could be associated with increased transport of warm off-shelf 
waters onto the Antarctic shelf at certain locations (Spence et 
al., 2014; Jenkins et al., 2016), providing heat for basal melting 
and increasing ice sheet mass loss (Shepherd et al., 2004; The 
IMBIE Team, 2018). One study utilizing a regional ocean-ice 
model forced with anthropogenic forcings and tropical Pacific 
variability simulated on-shelf ocean warming and increased basal 
melt in the Amundsen Sea, likely due to the westerly wind trend 
over the shelf break (Naughten et al., 2022). However, there is 
a lack of evidence directly linking stratospheric ozone changes 
to ice shelf changes, and attributing ocean-mediated changes is 
highly challenging due to both observational and modeling lim-
itations around the Antarctic margins. Our assessment concludes 
that there is much uncertainty over the influence of stratospheric 
ozone changes on ice sheets and shelves.

5.4 CLIMATE IMPACTS OF THE MONTREAL 
PROTOCOL 

5.4.1 Realized Climate Impacts of the 
Montreal Protocol

The length of the observational time series over the period of 
relative stabilization of global ozone concentrations (see Chapter 
3) allows, for the first time, an assessment of the realized impacts 
of the Montreal Protocol on climate based on observations and 
an attribution of these impacts to the Montreal Protocol using 
targeted model integrations. As discussed in Section 5.3.2.2, re-
cent studies of spring and summertime SH circulation trends have 
detected a pause or change in sign of the trends between the 
late 20th century and the early 21st century (Banerjee et al., 2020, 
Zambri et al., 2021; Mindlin et al., 2021). Specifically, a pause 
in the summertime trends in SH tropospheric circulation, such 
as the SAM, zonal-mean zonal winds, jet position, and Hadley 
cell edge, have been detected in reanalyses for the 2000–2017 
period (Figure 5-14; Banerjee et al., 2020). In the zonal-mean 
zonal wind, the pause is attributed to a “tug-of-war” between 
two climate forcings: a stabilization and recovery of Antarctic 
stratospheric ozone due to the Montreal Protocol and global 
warming due to greenhouse gases. This attribution is made by 
comparing reanalyses (Figure 5-18a–c) to model integrations 
where the ODS and stratospheric ozone signal is extracted in 
a multi-model ensemble of chemistry-climate models (Figure 
5-18d–f) for two time periods, an ozone depletion period of 
1980 –2000 and an ozone recovery period of 2000 –2017. The 
role of greenhouse gases is diagnosed using other single-forc-
ing integrations (Figure 5-18g–i). A pause in the summer SAM 
index trend is also evident in the CMIP6 models for the historical 
time period, and the attribution of this pause to the reduction in 
ozone-depleting substances in recent decades is supported by 
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multiple linear regression models (Morgenstern, 2021; Mindlin 
et al., 2021). As highlighted in Section 5.3.2.2 and in previous 
Assessments, the impact of ozone depletion on the summertime 
SAM and SH surface climate trends has been significant, and a 
pause in these trends may have implications for near- and long-
term future SH climate change (Mindlin et al., 2021). The duration 
of the pause in the SH tropospheric circulation trends will depend 
on the tug-of-war described above, i.e., the pace and magnitude 
of future global warming (Barnes et al., 2014; Mindlin et al., 2021; 
Sections 4.3.3.1 and 4.5.1.6 in Lee et al., 2021) and the pace of 
ozone recovery, which has the potential to be delayed by unex-
pected CFC-11 emissions (Dhomse et al., 2019; Fleming et al., 
2021), ODS emissions from natural sources (Fang et al., 2019), 
nitrous oxide emissions (Fang et al., 2019), and enhanced wild-
fire smoke injection in a warming climate (Solomon et al., 2022; 
Bernath et al., 2022). 

As noted in previous Assessments, “world-avoided” inte-
grations have been used to evaluate the impact of the Montreal 
Protocol on climate. The world-avoided scenario is an idealized 
counterfactual scenario and typically assumes that uncontrolled 
ODSs would have increased at a rate of 3–3.5% per year in the 
absence of the Montreal Protocol based on expected growth in 
gross domestic product (GDP) and market analysis (e.g., Prather 
et al., 1996; Velders et al., 2007; Newman et al., 2009; Garcia 
et al., 2012). While ODS emissions were growing faster than this 
before the Montreal Protocol was signed (Table 2.5-1 in WMO, 
1989), a sustained rate of emissions of ODSs of 3–3.5% per year 
should be viewed as only one of many possible world-avoided 
scenarios, which could also include scenarios with varying as-
sumptions about future GDP growth. For the purposes of this 
Assessment, the world-avoided scenario allows for the exam-
ination of the sensitivity of climate to increasing ODS emissions 
and the accompanying ozone loss. Comparing world-avoided 
integrations to those including controls on ODS emissions, pre-
vious Assessments have reported that a steady increase in ODS 
emissions would have led to approximately double the amount 
of global warming by the end of the 21st century (Velders et al., 
2007; Garcia et al., 2012). Here, world-avoided integrations 
are used to assess new evidence of the impact of the Montreal 
Protocol on present-day climate change. 

The comparison of historical and RCP scenario integrations 
to world-avoided integrations provides an estimate of the impact 
of the Montreal Protocol on surface climate over the past several 
decades. Based on model simulations from three studies (Young 
et al., 2021; Goyal et al., 2019; Virgin and Smith, 2019), we assess 
that controls on ODS emissions under the Montreal Protocol have 
avoided at present-day (average over years 2015–2024) approx-
imately 0.1– 0.2°C global surface warming (with an ensemble 
weighted mean of 0.17°C ± 0.06°C2) and 0.2– 0.6°C Arctic sur-
face warming (ensemble weighted mean of 0.45°C ± 0.23°C). 
Using additional integrations with only world-avoided changes in 
stratospheric ozone included, the avoided warming is attributed 
primarily to the stabilization and slight decrease in ODS concen-
trations and is offset somewhat by cooling due to stratospheric 
ozone loss (Goyal et al., 2019; consistent with Section 5.3.1.1 and 
Box 5-3).

In summary, our assessment is that the implementation of the 

1 The uncertainty bounds include uncertainty due to natural variability and model uncertainty, based on three independent model studies with 5, 3, 
and 1 ensemble member, respectively.

Montreal Protocol has had a significant effect on the climate over 
the past several decades in two notable ways: the stabilization 
of the Antarctic ozone hole has led to a pause in SH circulation 
trends, and the rapid decline in ODS emissions has mitigated 
GHG-driven global warming.

5.4.2 Future Climate Impacts of the Montreal 
Protocol

As in previous Assessments, world-avoided integrations are 
also used to quantify avoided future climate change. While there 
has been limited new literature on the topic since the previous 
Assessment, based on three new studies (Goyal et al., 2019; 
Virgin and Smith, 2019; Young et al., 2021) we assess that by the 
mid-21st century (average over years 2041–2060) the Montreal 
Protocol controls would result in the avoidance of approximately 
0.5–1.0°C global surface warming (ensemble weighted mean 
of 0.79°C ± 0.24°C). The globally averaged RF from the years 
2005–2065 is approximately double in world-avoided scenarios 
due to uncontrolled emissions of ODSs compared to the RCP4.5 
scenario (Virgin and Smith, 2019). This work supports findings 
of previous studies that compared the world-avoided scenario 
to the A1B and B2 SRES scenarios (Velders et al., 2007) or the 
RCP4.5 scenario (Garcia et al., 2012). Avoided Arctic warming 
is primarily due to reductions in ODS emissions rather than the 
mitigation of stratospheric ozone loss (Goyal et al., 2019; see also 
Section 5.3.1.2); however, recent work suggests that the relation-
ship between Arctic warming and polar cap-averaged radiative 
forcing in the world-avoided scenario appears to be complex due 
to the unique combination of high ODS concentrations and sub-
stantial stratospheric ozone loss (Virgin and Smith, 2019). Arctic 
polar cap-averaged positive radiative feedbacks (i.e., long-wave 
cloud feedbacks) and atmospheric heat flux convergence rather 
than polar cap-averaged radiative forcing alone play a key role in 
contributing to world-avoided Arctic warming (Virgin and Smith, 
2019). 

Recent work also confirms that in the absence of the Montreal 
Protocol, by the mid-21st century a warmer planet would have 
resulted in an enhanced hydrological cycle, with substantial in-
creases in precipitation in the polar regions and a further decline 
in Arctic sea ice extent relative to the RCP8.5 scenario (Goyal et 
al., 2019; Wu et al., 2013).

As reported in Chapter 5 of the previous Assessment 
(Karpechko, Maycock et al., 2018), the phasedown of HFCs 
under the Kigali Amendment to the Montreal Protocol will also 
have an impact on global climate, as HFCs are potent GHGs. In 
Chapter 2 of this Assessment, it is shown that this phasedown is 
already underway due to national and regional regulations, with 
HFC emissions over the 2017–2019 period being 20% lower than 
the WMO (2018) HFC baseline scenario (Section 2.4.1). Under 
the WMO (2018) baseline scenario, it was estimated that HFCs 
would contribute 0.3– 0.5 K to global mean surface warming by 
2100 (Section 2.3.1 of Montzka, Velders et al. 2018). New esti-
mates based on current policies project that HFCs would con-
tribute 0.14– 0.31 K by 2100, and with the additional provisions 
of the Kigali Amendment this is reduced to approximately 0.04 
K (Sections 2.4.2 and 2.4.3; Velders et al., 2022). Independent 
modeling analysis confirms that HFCs have a significant climate 
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impact. Earth system model integrations following the RCP8.5 
scenario with uncontrolled HFC emissions compared with a 
world-avoided scenario in which HFCs were not introduced indi-
cate that HFC emissions contribute approximately 0.1 K to glob-
al warming from the 1970s to the 2050s (Goyal et al., 2019), in 
agreement with the previous Assessment. In addition, consistent 
with a previous analysis using a 2-D (latitude-pressure) interactive 
chemistry, radiation, and dynamics model (Hurwitz et al., 2015), 
a new 3-D chemistry-climate model study with prescribed SSTs 
shows that by the end of the century, uncontrolled HFC emissions 
following both the lower and upper limit of the previous scenar-
ios of Velders et al. (2014) lead to warming of the tropical upper 
troposphere and lower stratosphere and a strengthening of the 
Brewer-Dobson circulation (BDC) but a weakening of the Hadley 

cell relative to a zero HFC concentrations scenario (Dupuy et al., 
2021). 

Moving beyond the surface climate, a recent study found 
that the Montreal Protocol has significantly protected the terres-
trial carbon sink by preventing a decrease in net primary produc-
tion associated with UV damage of plants (Young et al., 2021). 
Using output from world-avoided simulations, it is estimated 
that atmospheric carbon dioxide concentrations may have been 
18–37% higher by 2100 (Figure 5-19a) if controls on ODS emis-
sions under the Montreal Protocol had not protected the terres-
trial biosphere from UV damage, contributing to an additional 
0.5–1.0 K to globally averaged surface warming by 2100 (Figure 
5-19b). The large range of estimates reflects the uncertainty in the 
plant response to UV. Protection of the terrestrial carbon sink is a 

Figure 5-18. Observed and simulated Southern Hemisphere zonal average zonal wind trends. The top row shows an average 
of four reanalysis data products (ERA-Interim, JRA-55, MERRA2-ana, MERRA2-asm), and the middle and bottom rows show an 
ensemble mean of CCMVal-2 and CCMI chemistry-climate model integrations. Latitude-altitude cross sections of zonal average 
zonal wind trends (color shading) for DJF are shown for the depletion period (left column), recovery period (middle column), and 
the difference between the two (right column). Fingerprints are shown for the simulations with single forcings by (d–f) ozone 
(OZ) and (g–i) GHGs. For illustrative purposes, the contours show the climatologies (in m s−1; for d–i, the climatologies are for 
the ALL-forcing integrations; for f and i, the climatology is over the entire change period). [Adapted from Banerjee et al., 2020.]
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previously unexamined climate benefit of the Montreal Protocol.

With respect to projected ozone recovery and its impact on 
climate, earlier sections of this chapter have assessed recent liter-
ature, including Section 5.2.4 on the BDC, Section 5.2.6 on strato-
spheric winds, Section 5.3.2.2 on SH tropospheric circulation and 
surface climate, and Section 5.3.3 on the Southern Ocean and 
Antarctic sea ice. 

Since the previous Assessment, a number of studies have 
examined the impact of the recent unexpected emissions of 
CFC-11 from 2012 to 2018 (Section 1.2.1) on ozone recovery, and 
these are assessed in Section 3.4.4 (for global ozone) and Section 
4.5.3.2 (for polar ozone). With respect to the climate impacts of 
these emissions, simulations with a chemistry-climate model with 
prescribed sea surface temperatures show that continued CFC-11 
emissions at a rate of 72.5 Gg year–1 from 2017 to 2100 lead to a 
significant delay in global and Antarctic ozone recovery of 1 and 

33 years, respectively, compared to the WMO (2018) baseline 
scenario (Fleming et al., 2021). In addition, a significant dynam-
ical response in the SH stratosphere was identified, including a 
cooling of the polar lower stratosphere of 1.5 K and a correspond-
ing acceleration of the polar vortex, with a delay in the vortex 
breakdown by four days and a decrease in the age of air by 0.1 
year averaged over the 2080 –2100 period (Fleming et al., 2021).

Overall, our assessment confirms that the Montreal Protocol 
has significantly contributed to the mitigation of anthropogenic 
global warming through the controls on ODS emissions. New ev-
idence suggests an additional effect through the protection of the 
terrestrial carbon sink from harmful UV radiation. Potential future 
unexpected emissions of controlled ODSs and the associated 
ozone loss will have a small but significant impact on stratospheric 
temperature and circulation trends in the Southern Hemisphere.

Figure 5-19. The effect of UV-driven changes in vegetation (UV-plants) on atmospheric CO2 and surface temperature. (a) Time 
series of atmospheric CO2 concentrations and (b) anomalies in global-mean surface air temperature for a regular future pro-
jection (World Projected, blue; approximately RCP6.0) and a World Avoided projection (World Avoided, orange), estimated 
using a carbon cycle model. The dashed orange lines are results from a World Avoided projection with the ‘UV response off’, 
the shading around the thick orange lines indicates the range of the responses from the simulations with 50% and 150% UV re-
sponse strength (with respect to the reference UV case) and the thin orange lines show the effect of reducing the UV response 
strength to –90%. The labelled ranges in (b) indicate the World Avoided warming above the World Projected that results from 
direct radiative forcing of the additional CFCs and the additional CO2 from the UV-driven damage to plants and their ability to 
act as a carbon store. [Adapted from Young et al., 2021.]
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About the cover image: 
The topmost, reddish-colored band is an aerosol layer between 23 and 30 km altitude as observed 

from the International Space Station on 12 February 2020. The layer resulted when the plume of 
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Photo credit: Provided by the ISS Crew Earth Observations Facility and 
the Earth Science and Remote Sensing Unit, Johnson Space Center, NASA



327

CHAPTER 6
StrAtoSpheric AeroSol inJection 
AnD itS potentiAl effect on the 

StrAtoSpheric ozone lAyer

Lead Authors : James Haywood
Simone Tilmes

Coauthors : Frank Keutsch
Ulrike Niemeier
Anja Schmidt
Daniele Visioni
Pengfei Yu

Contributing Authors : John Dykema
Anthony Crawford Jones
Anton Laasko
Catherine A. Wilka

Review Editors : Valentina Aquila
Karen H. Rosenlof



328



329

CONTENTS
chApter 6: StrAtoSpheric AeroSol inJection AnD itS potentiAl 

effect on the StrAtoSpheric ozone lAyer

SCIENTIFIC SUMMARY 331

6.1  INTRODUCTION 335

6.2  IMPACTS OF SAI ON RADIATIVE FORCING, TEMPERATURES, AND AEROSOL 
SURFACE AREA DENSITY 340

6.1.1
Box 6-1
6.1.2
6.1.3

6.1.3.1
6.1.3.2

Motivation for Assessing the Effects of SAI on Stratospheric Ozone
Overview of Climate Intervention Methods
A Brief History of SAI Research
SAI Scenarios and Strategies

SAI Scenarios
SAI Strategies

Box 6-2
6.2.1

6.2.1.1
6.2.1.2
6.2.1.3

6.2.2

6.2.2.1
6.2.2.2

6.2.3
6.2.3.1
6.2.3.2
6.2.3.3
6.2.3.4
6.2.3.5
6.2.3.6

6.2.4

Reaching Climate Targets Using Feedback Control
Aerosol Processes Relevant for SAI Efficacy

Sulfate Aerosol Chemistry and Microphysical Processes
Transport
Interaction with Radiation

Model Uncertainties and Simulated Global Radiative Forcing and Surface Temperature
Response to SAI

Aerosol Representation in Models, Complexity, and Uncertainties
Simulated Surface Temperature and Radiative Forcing

Sensitivities of Aerosol Distribution to Injection Strategies
Sensitivity to Increasing Injection Rates
Sensitivity to Injection Altitude
Dependency on Injection Latitude for Point Injections
Dependency on Single Points / Regional Injections (Area)
Dependency of Injection Timing
Gaseous Versus Particulate Injection

Summary of SAI Processes and Model Uncertainties

6.3  IMPACTS OF SAI USING SULFATE ON STRATOSPHERIC OZONE, CHEMISTRY,
AND TRANSPORT 350

6.3.1
6.3.2

6.3.2.1
6.3.2.2

Effects of SAI on Stratospheric Chemistry
Effects of SAI on Ozone via Changes in Stratospheric Dynamics and Transport

Large Scale Impacts
Effects on the Quasi-Biennial Oscillation

335
337
338
338
339
340

341
342
342
343
343
344

345
346
346
347
347
347
349
349
349
349

350
350
350
353



330

6.4  SCENARIO DEPENDENCIES OF SAI ON TOTAL OZONE COLUMN AND OTHER
SIDE EFFECTS AND RISKS 355

6.4.1
6.4.1.1
6.4.1.2
6.4.1.3
6.4.1.4

6.4.2

SAI Response of Total Ozone Column in Different 21st-Century Scenarios
Changes in SH Spring Polar Total Column Ozone
Changes in NH Spring Polar Total Column Ozone
Changes in Total Column Ozone at NH Winter Midlatitudes
Changes in Total Column Ozone in the Tropics

Other Impacts and Risks Based on Different SAI Scenarios

6.5  ALTERNATIVE SAI MATERIALS 363
6.5.1
6.5.2
6.5.3
6.5.4

Motivation
Effects of Different Aerosols on Heating, Radiation, and Dynamic Response
Chemical Effects on Ozone Using Alternative Materials
Paucity of Observations and Limited Model Capabilities

6.6  VOLCANOES AND PYROCUMULONIMBUS AS NATURAL ANALOGS TO SAI 366
6.6.1
6.6.2
6.6.3

Volcanic Eruptions as Analogs for SAI: Limitations and Opportunities
Model Simulations of Volcanic Effects on Ozone
Model Simulations of Volcanic Aerosol Properties

APPENDIX 6.  OBSERVATIONS AND VOLCANIC IMPACTS ON CLIMATE 371
6A.1
6A.2
6A.3
6A.4

Observations
Volcanic Effects on Radiative Forcing and Temperature
Volcanic Effects on Climate Dynamics
Pyroconvection Events as Natural Analogs for SAI

REFERENCES 375

6.3.3
6.3.4

Combined Effects of Chemistry and Dynamical Changes of SAI on Stratospheric Ozone 
Response of Ozone to Different SAI Injection Strategies

354
355

356
357
360
360
361
361

364
364
365
365

366
367
369

371
371
373
373



Chapter 6

331

SCIENTIFIC SUMMARY

Since the 2018 Ozone Assessment global warming has con-
tinued, having now reached approximately 1.2 °C above prein-
dustrial levels. All climate model scenarios considered by IPCC 
(2021) indicate continued future warming beyond 1.5 °C above 
the preindustrial level, a limit that has been proposed to prevent 
further detrimental impacts. Ambitious mitigation and decar-
bonization efforts are required to minimize the likely overshoot 
of temperatures above this limit and to stabilize global surface 
temperatures in the future. However, with a temperature over-
shoot, irreversible impacts on the climate system may still occur. 
Stratospheric aerosol injection (SAI) has been suggested as a po-
tential mechanism for reflecting sunlight back to space, thereby 
offsetting some of the surface warming. Evidence from explosive 
volcanic eruptions and various model simulations has shown 
that increasing stratospheric sulfate aerosols can substantially 
cool the planet. SAI and other solar radiation modification (SRM) 
approaches may therefore be the only option to keep the global 
surface temperature below the limit of 1.5 °C. The amount and 
duration of SAI required would depend on how fast atmospheric 
greenhouse gas (GHG) concentrations are lowered through miti-
gation and decarbonization efforts.

While SAI could reduce some of the impacts of global warm-
ing, it cannot restore past climatic conditions and would very 
likely cause unintended consequences, including changes in 
stratospheric ozone concentrations. To date, Earth system mod-
els (ESMs) have performed simulations to provide information on 
the climate impacts, benefits, and risks of SAI. Little research has 
been done to quantify the effects of SAI on the stratospheric com-
position and total column ozone (TCO) in a multi-model setting, 
and even fewer studies have examined the effects of aerosol 
types other than sulfate. While existing studies do not suggest a 
deepening of the ozone hole beyond that already experienced, 
current shortcomings in model representation of required pro-
cesses limit confidence in the results.

This new chapter of the Ozone Assessment assesses the im-
pacts of SAI on stratospheric ozone through SAI-related changes 
in stratospheric chemistry and transport. The dependence of SAI 
effects on future climate change scenarios and injection strate-
gies, as well as uncertainties in our current understanding and 
model shortcomings, are assessed. Side effects and risks beyond 
the effects on stratospheric ozone are only briefly covered. It is 
well recognized that any potential future deployment of SAI is 
fundamentally linked to complex moral, ethical, and governance 
issues. These aspects are of critical importance but beyond the 
scope of this chapter, which will focus solely on physical science.

Framing SAI scenarios and strategies
• Based on the observed cooling after large volcanic 

eruptions and various model studies, stratospheric 
aerosol injection (SAI) has the potential to reduce global 
mean temperatures. However, SAI cannot fully offset 
the widespread effects of global warming and produces 
unintended consequences, including effects on ozone. 

Details of these effects depend on the specifics of the 
SAI scenario and injection strategies. SAI uses stratospher-
ic aerosols to reflect sunlight back to space, thereby cooling 
the planet. A straightforward offsetting of global warming 
from greenhouse gases (GHGs) cannot be achieved because 
SAI reduces a fraction of the incoming sunlight, which is 
seasonally and latitudinally dependent, while GHGs interact 
with terrestrial radiation and warm the planet more uniformly 
across latitudes and seasons. In addition, aerosol heating of 
the lowermost stratosphere by SAI using sulfate would result 
in further residual impacts, including changes in regional tem-
peratures, precipitation, and stratospheric ozone. Details of 
the future climate scenario, the SAI scenario (i.e., the degree 
of SAI cooling applied), and applied SAI strategy (i.e., the 
specifics of injection location, timing, and material for achiev-
ing predefined climate goals) determine the specifics of the 
resulting impacts and risks.

 º Changes in future ozone using SAI depend on de-
tails of future climate change and the degree of SAI 
cooling applied. The three different SAI scenarios 
considered in this report (Figure 6-2, reproduced 
here) result in significantly different future ozone. 
The “peakshaving” scenario (Panel A in Fig. 6-2) assumes 
delayed and then aggressive mitigation and carbon di-
oxide removal (CDR). SAI offsets the overshoot of the 
surface temperature target until greenhouse gases have 
been sufficiently reduced. The “strong SAI” scenario 
(Panel B) assumes a limited or no-mitigation high-warm-
ing future scenario, requiring continuously increasing 
SAI to keep surface temperatures from exceeding the 
climate target (dashed line). The “medium SAI” scenario 
(Panel C) assumes a limited or no-mitigation high-warm-
ing future scenario in which global warming is reduced 
to that of a moderate mitigation scenario (red line) by 
the deployment of SAI. A qualitative illustration of the 
required injection amounts for each scenario is shown in 
Panel D. The impacts on ozone of many other possible 
SAI scenarios have not been comprehensively studied to 
date. These scenarios currently do not include any socio-
economic feedbacks related to SAI.   

 º In model simulations, different injection strategies 
have been developed to mitigate some of the unin-
tended climate impacts of SAI. For the same scenario, 
the specifics of the injection strategy, including location, 
timing, and material, can be adjusted to better achieve 
desired global and regional climate targets and minimize 
regional changes. Some models include a feedback con-
trol algorithm to modulate annual stratospheric sulfur in-
jections in order to reach predefined climate temperature 
goals and other impact-relevant targets. Adjustments of 
sulfur injection to account for climate feedbacks help in 
managing uncertainties and limiting some of the side ef-
fects of SAI. Different strategies change the effectiveness 
of SAI and its effects on stratospheric ozone.
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SAI effects on radiation and temperature
• Multi-model comparisons reveal large uncertainties in 

forcing and surface cooling per unit of sulfur injected, 
which are attributed to differences in model complexity 
in representing key processes and details of SAI strate-
gies. Using sulfate aerosol, the efficacy of the radiative forc-
ing ranges between –0.04 and –0.1 W m–2 per Tg SO2 yr–1, 
and the resulting surface cooling ranges from 0.04 to 0.14 °C 
per Tg SO2 yr–1 based on a multi-model analysis. Continuous 
annual injection rates vary between 8 and 16 Tg of SO2 yr–1 

to cool the Earth by 1 °C; this range is approximately equiv-
alent to the estimated injection amount from Mount Pinatubo 
in 1991, which resulted in less than 0.5 °C global surface 
cooling. The significant uncertainties associated with these 
values are attributed to differences in model representations 
of stratospheric chemistry, transport, radiation, and aerosol 
microphysical processes, including differences in model reso-
lution. The choices of SAI injection location, timing, and mate-
rial influence the resulting stratospheric aerosol mass, optical 
depth, and surface area density (SAD), which determine both 
cooling efficacy and impacts on stratospheric ozone.

Mechanisms for SAI impacts on ozone
• Despite the limited number of model studies, some ro-

bust impacts of SAI on ozone have been identified. The 

combined effects of large-scale, long-term SAI on ozone 
are driven by 1) an increase in aerosol surface area, 2) 
stratospheric halogen concentrations, and 3) aero-
sol-induced heating of the stratosphere, which changes 
both stratospheric ozone chemistry and stratospheric 
dynamics. SAI impacts on total column ozone (TCO) are re-
gionally and seasonally dependent and result in ozone reduc-
tion in spring over Antarctica due to the increase in chemical 
ozone depletion. In contrast, an increase in TCO is possible 
(with increasing SAI amount) in the tropics, as well as in the 
winter Northern Hemisphere (NH) in mid- and high latitudes, 
due to increased tropical chemical ozone production rates 
and increased poleward transport. 

 º Enhanced stratospheric sulfate aerosol increases 
stratospheric heterogeneous chemical reaction 
rates and can enhance or deplete ozone depending 
on the altitude, latitude, and season. Net chemi-
cal ozone production rates decrease in the lower polar 
stratosphere in winter and spring where halogen and 
hydrogen catalytic cycles are most important but in-
crease in the tropical mid-stratosphere where the nitro-
gen cycle is most important. The magnitude and sign of 
ozone changes depend on the details of the SAI aerosol 
distribution and the current stratospheric halogen and 
nitrous oxide concentrations, as well as on any changes 
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Figure 6-2. Schematic diagram rep-
resenting the concept of three poli-
cy-relevant SAI scenarios: peakshaving 
scenario, strong SAI scenario, and me-
dium SAI scenario. Different lines illus-
trate global mean surface temperatures 
for future scenarios: a limited or no 
mitigation scenario leading to strong 
future global warming (black line); a 
so-called “overshoot scenario” that 
assumes strong mitigation and Carbon 
Dioxide Removal (CDR), and leads to a 
temporary overshoot of global mean 
temperatures above sustainable limits 
for some time (orange); a peakshaving 
scenario that applies temporary SAI 
to the overshoot scenario in order to 
prevent the increase in global mean 
temperature from exceeding these 
sustainable limits (purple line); and a 
moderate warming scenario (red). The 
blue arrows represent the approximate 
relative magnitude of the temperature 
impact of the applied SAI. The bottom 
right panel shows the stratospheric 
injection that is applied under each of 
these three scenarios.    
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in stratospheric water vapor due to changes in transport 
and temperature that occur in response to SAI.

 º Enhanced stratospheric sulfate aerosol also im-
pacts stratospheric temperature, transport, and 
chemistry, causing a general increase of ozone 
concentrations in the tropics and mid- to high lat-
itudes through enhanced transport from the trop-
ics to high latitudes. Increased sulfate aerosols in SAI 
scenarios heat the lower tropical stratosphere by 4.6 ± 
2.7 °C per   1 °C surface cooling, with variation across 
models and injection strategy. The heating induced by 
aerosols changes the vertical and horizontal transport in 
the stratosphere and polar vortex dynamics and leads to 
an acceleration of the lower branch of Brewer-Dobson 
Circulation (BDC). The stronger transport of ozone to 
high latitudes with SAI can overcompensate for the 
effects of ozone depletion, especially in the Northern 
Hemisphere winter in the strong SAI scenario. Heating 
of the tropopause results in increases in stratospheric 
water vapor. For any given scenario, the impacts of SAI 
on stratospheric temperature, transport, and dynamics 
are strongly model dependent.

SAI impacts on ozone in the future
• Future changes in TCO resulting from SAI would be in 

addition to changes driven by future climate condi-
tions and stratospheric halogen burden, as described 
in Chapters 3, 4, and 5. The SAI-related TCO changes 
depend on the required SAI injection rate, which is dif-
ferent for the three defined SAI scenarios (Figure 6-2). 
Compared to conditions without SAI, significant TCO 
reductions are expected in October over Antarctica for 
any SAI applications within the 21st century that are suf-
ficient to appreciably impact climate warming. 

 º In October over Antarctica, aerosol injection rates 
sufficient to achieve a 0.5 °C global cooling over 
the period 2020–2040 result in a reduction of TCO 
of around 58 ± 20 DU compared to no SAI. Smaller 
initial injection rates to achieve cooling of 0.2 °C 
between 2020 and 2040 result in a modeled reduc-
tion in TCO of 17 ± 9 DU. Large injection rates based 
on the peakshaving and strong SAI scenarios starting in 
2020 bring TCO close to the minimum values observed 
between 1990 and 2000, while smaller injection rates in 
the medium SAI scenario lead to less TCO reduction. The 
initial phase-in of SAI leads to relatively larger reductions 
in TCO over Antarctica in spring compared to a case 
without SAI because of nonlinearities in microphysical 
processes.

 º In October over Antarctica, the magnitude of TCO 
changes in the second half of the 21st century in-
crease with increasing injection rates. Injection 
rates and the resulting TCO reductions are scenario, 
strategy, and model dependent. Under the strong SAI 
scenario, with injections starting in 2020, model simula-
tions suggest that Antarctic TCO is reduced  by around 
55 ± 20 DU in October throughout the 21st century and 
the ozone hole recovery is delayed between 25 and 50 
years. In this case, the effect of continually increasing in-
jections is offset by the simultaneously declining chlorine 

burden in response to Montreal Protocol provisions. SAI, 
therefore, counters some of the super recovery of TCO 
above 1980 values driven by increasing greenhouse 
gases. The medium SAI scenario results in a smaller TCO 
reduction of between 9 and 29 DU (based on three mod-
els), and the peakshaving scenario results in no significant 
ozone loss by 2100 due to SAI (based on one model).

 º In the Arctic in spring, SAI starting in 2020 to 
achieve global cooling of 0.5 °C by 2040 results in 
TCO reductions between 13 DU ± 10 DU and 22 ± 21 
DU compared to no SAI, with no significant chang-
es after 2040, based on results from two different 
models. The change in TCO for smaller initial injec-
tion rates is not significant. In the Arctic, chemical 
changes are in part offset by changes in dynamics, result-
ing in smaller SAI-induced changes of TCO compared to  
Antarctica. As a result, SAI only slightly offsets the super 
recovery of TCO in a high-GHG scenario. Modeled im-
pacts on TCO in the Arctic under the medium SAI scenar-
io are smaller and not significant. These results, which are 
based on ensemble means of zonal and monthly mean 
TCO comparisons, do not reflect possible larger region-
al ozone changes that may occur within the Arctic polar 
vortex for years with warm and cold vortex conditions.

 º In NH mid-latitudes in winter, increasing SAI to-
ward the end of the century in both the strong and 
medium SAI scenarios can lead to a significant TCO 
increase relative to that in a scenario with no GHG 
mitigation and without SAI. In both SAI scenarios, 
the increased heating in the tropical lower stratosphere 
causes increased transport of ozone from the tropics to 
mid- and high latitudes, resulting in a greater increase 
in TCO with injection amount. SAI, therefore, enhances 
the super recovery of TCO for a high-GHG scenario. No 
significant TCO changes occur in NH mid-latitudes in the 
peakshaving scenario.

Other side effects, risks, and limitations of SAI
• Limited aerosol injections in a peakshaving scenario 

minimize SAI-induced side effects and climate risks, 
including reductions in global precipitation, while cli-
mate impacts and risks increase in scenarios with less 
mitigation and more SAI. A portfolio of climate responses, 
including effective mitigation and decarbonization, limits the 
amount of SAI needed to maintain the global surface tem-
perature below specific targets. Since SAI offsets the warming 
from atmospheric GHGs, limiting SAI would reduce the risks 
associated with a potential abrupt termination of SAI. Such an 
abrupt termination would result in a rapid (within 10 years) re-
turn of climate to the non-SAI climate base state if SAI was not 
restarted. Other side effects induced by SAI, such as Eurasian 
winter warming and associated precipitation impacts and a 
significant weakening of the Asian monsoon, depend on the 
amount of SAI. Ocean acidification depends mostly on atmo-
spheric carbon dioxide (CO2) concentrations and is impacted 
only to a small extent by SAI.

SAI using aerosols other than sulfates
• The use of aerosols other than sulfate is expect-

ed to change the effects on ozone via changes in 
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heterogeneous chemistry and dynamics and transport. 
Comprehensive climate model simulations to quantify 
these effects have yet to be performed. Other aerosol 
types that absorb less solar radiation would heat the tropical 
lower stratosphere much less than sulfate. They are also poten-
tially more chemically inert and less impactful on stratospheric 
ozone. Materials that have been considered include calcium 
carbonate, titanium dioxide, aluminum oxide, and diamond. 
The effects on ozone are less certain for these alternate mate-
rials owing to the paucity of laboratory and modeling studies 
investigating them and the lack of natural analogs.

Evaluation of models
• The study of SAI is aided by natural analogs. Volcanic 

eruptions and pyrocumulonimbus events are useful, 
albeit imperfect, natural analogs for assessing SAI. 

Present-day Earth system models may not accurately simulate 
the effects of stratospheric aerosol perturbations on ozone 
and other side effects. Remote sensing and in situ observa-
tions of volcanic eruptions and pyrocumulonimbus (pyroCb) 
formation provide essential information on the stratospheric 
evolution of injected sulfur dioxide and resultant sulfate aero-
sol, which can be used to assess and improve SAI models. 
However, remote and in situ observations valuable for eval-
uating the effects of injected aerosols on the ozone layer are 
generally lacking. SAI scenarios with continuous aerosol (pre-
cursor) injections will produce different stratospheric aerosol 
distributions than pulse injections that occur with natural ana-
logs; therefore, accurately simulating these natural events is 
a necessary but not sufficient constraint on model fidelity in 
representing SAI.
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6.1 INTRODUCTION

There is growing recognition that the 21st Conference of the 
Parties (COP21) to the United Nations Framework Convention on 
Climate Change limits of 1.5 °C (IPCC, 2018) or 2 °C above prein-
dustrial levels are going to be extremely difficult to achieve under 
even the strongest mitigation scenarios (e.g., Rogelj et al., 2016; 
Millar et al., 2017; IPCC, 2018; Tollefson, 2018). Reaching these 
temperature limits to avoid further climate impacts may require 
considering additional interventions, including solar radiation 
modification (SRM) and carbon dioxide removal (CDR). While 
CDR may be effective in the long run, this approach very likely 
does not prevent an overshoot of these surface temperatures lim-
its for some time. Even a temporary overshoot of surface tempera-
tures can lead to irreversible climate impacts (IPCC, 2021, 2022), 
and SRM may be the only option to prevent this. 

Various SRM approaches have been discussed to deliberate-
ly cool the planet by reflecting more sunlight back to space (NAS, 
2021). One such approach is injecting aerosols (or their gaseous 
precursors) to enhance the stratospheric aerosol layer and reflect 
additional sunlight back to space, thereby cooling the planet. 
This approach is referred to as stratospheric aerosol injection 
(SAI; NAS, 2021) and has been motivated by the observed tem-
porary surface cooling after large explosive volcanic eruptions. 
Such eruptions periodically inject millions of tonnes of sulfur di-
oxide (SO2) into the stratosphere, where it forms reflective sulfate 
aerosols (Robock, 2000). Since Earth system models (ESMs) have 
been used to study the effects of SO2 injections from volcanic 
eruptions for decades, they have been adopted to also study the 
effects of SAI using SO2 injections. Furthermore, the availability 
of extensive observations subsequent to these eruptions allows 
evaluation of the impacts of SO2 injections in models. Besides the 
intended benefits of SAI to counter the effects of global warming, 
SAI produces unintended consequences and risks, including im-
pacts on stratospheric ozone (e.g., Crutzen, 2006). 

This chapter provides the first comprehensive stratospheric 
ozone-focused assessment of the state of SAI research. Section 
6.1 covers motivations and a brief history and defines specific 
terminology used in this assessment. Section 6.2 provides back-
ground on important processes required for simulating SAI, 
sensitivities to the assumed injections on radiative forcing and 
aerosol surface area density, and model uncertainties in simulat-
ing these processes. Section 6.3 assesses the general effects of 
SAI on ozone concentrations and sensitivities on ozone to the 
injection details. Section 6.4 quantifies changes in total column 
ozone (TCO) for three specified future scenarios and briefly ad-
dresses additional side effects and climate impacts of SAI in the 
context of different future scenarios to place the impact on TCO 
in the context of the larger arena of this developing research field. 
The chapter abstains from addressing complex moral, ethical, 
and governance issues (e.g., Robock, 2008a; Preston, 2013; 
Lawrence et al., 2018). Section 6.5 assesses the potential effects 
of using materials other than sulfate for SAI, and Section 6.6 as-
sesses the importance of natural analogues of aerosol injections 
for reducing uncertainties in process understanding and model 
representation for SAI projections.

6.1.1 Motivation for Assessing the Effects of 
SAI on Stratospheric Ozone

Global warming has continued over the last decade and 

currently (in 2021) stands at approximately 1.2 °C above prein-
dustrial levels (IPCC, 2021). Each of the observed global annual 
mean temperatures over the last seven years has been among the 
warmest on record, and the global mean temperature in 2020 tied 
with 2016 as the warmest year on record (IPCC, 2021). All climate 
model simulations suggest continued global warming through-
out the next two decades (IPCC, 2021; Figure 6-1). Future global 
modeling scenarios known as Shared Socioeconomic Pathways 
(SSPs) range from a very strong mitigation scenario that includes 
negative carbon emissions (SSP1-1.9) to a limited or no-mitigation 
pathway (SSP5-8.5), which leads to an acceleration of global 
warming to around 5.5 °C above preindustrial conditions by 
2100 (Figure 6-1). The range of surface temperature changes per 
scenario is indicated by the colored shaded area in Figure 6-1.

The multi-model mean from even the strongest mitigation 
pathway (SSP1-1.9) overshoots the 1.5 °C target, peaking around 
2050 before falling below 1.5 °C above preindustrial levels by 
2100. A growing body of evidence shows that climate-induced 
damages frequently scale exponentially rather than linearly in key 
variables such as the frequency of extreme precipitation (e.g., 
Myhre et al., 2019), heatwaves (e.g., Christidis et al., 2015), and 
droughts (e.g., Samaniego et al., 2018) and that the accelerat-
ed warming of the high latitudes causes thawing of permafrost, 
melting of glaciers, and reductions of sea ice leading to sea level 
rise. Tipping points might also be reached whereby key elements 
of the climate system such as the Amazon rainforest or the West 
Antarctic ice sheet could irreversibly collapse (e.g., Lenton et al., 
2019). The application of climate intervention methods may be 
the only option to prevent the future climate from reaching critical 
temperatures and potential tipping points (e.g., NAS, 2021).

Climate intervention (CI) is defined in this report as “the 
deliberate large-scale manipulation of an environmental pro-
cess that affects the Earth’s climate, in an attempt to counteract 
the effects of global warming.” We adopt the terminology “cli-
mate intervention” (NRC, 2015), although we recognize that 
“climate engineering” (Hamilton, 2013; Keith, 2013), “climate 
geoengineering” (Lawrence et al., 2018), and “geoengineering” 
(Shepherd, 2009; NAS, 2021) are also commonly used through-
out the scientific literature. Two very different CI strategies have 
been proposed: carbon dioxide removal (CDR) and solar radia-
tion modification (SRM) (Box 6-1 Figure 1).  CDR methods seek to 
actively remove carbon dioxide from the atmosphere, while SRM 
seeks to reduce global warming by increasing the reflectivity of 
the planet. 

CDR methods include afforestation, ocean alkalinization, 
and iron fertilization to promote marine carbon uptake, as well as 
technologies such as bioenergy with carbon capture and storage 
(BECCS), capturing carbon from biofuels in the form of charcoal 
to use as a fertilizer (biochar), and direct air capture (Shepherd, 
2009; Lawrence et al., 2018; NRC, 2015 Lee et al., 2021; Josep 
et al., 2021). These methods have not yet been developed at a 
scale large enough to reduce carbon dioxide concentrations sig-
nificantly within the next one to two decades (Keller et al., 2018; 
Fuss et al., 2020), but they have the potential to contribute sig-
nificantly to global warming abatement in the second half of the 
21st century. Some CDR approaches have their own side effects 
that may limit their large-scale deployment, including substantial 
costs or implications for, e.g., water availability or food produc-
tion (Smith et al., 2016). Such concerns further strengthen the 
motivation to understand the implications of SRM.  
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Figure 6-1. (a) Multi-model simulated time series from 1950 to 2100 for global annual average surface air temperature changes 
relative to the 1995–2014 average (left axis) and the 1850–1900 average (right axis). The curves show averages over the CMIP6 
simulations, the shadings around the SSP1-2.6 and SSP3-7.0 curves show 5–95% ranges, and the numbers in the legend after 
each experiment show the number of model simulations used. (b) The global mean distribution of mid-term (2041–2060) and 
long-term (2081–2100) changes in annual mean surface temperature. The number of model simulations used is indicated in the 
top right of the maps. No overlay indicates regions where the change is robust and emerges from internal variability (i.e., 66% 
of the models show a change greater than the internal-variability threshold, and at least 80% of the models agree on the sign of 
change). Diagonal lines indicate regions with no change or no robust significant change. Crossed lines indicate areas of conflict-
ing signals. [Both panels reproduced from Lee et al., 2021.]  

SRM methods include utilizing mirrors in space; increasing 
the reflectivity of land or ocean surfaces (surface albedo); increas-
ing the reflectivity of marine clouds (marine cloud brightening, 
MCB); and increasing the reflectivity of the stratospheric aero-
sol layer via stratospheric aerosol injection, SAI. We adopt the 
term “stratospheric aerosol injection” throughout this report but 
recognize that “stratospheric aerosol intervention” and “strato-
spheric aerosol geoengineering” are also frequently used in the 
scientific literature. Cirrus cloud thinning (CCT) is also frequently 
considered under SRM, although this method is based more on re-
ducing cirrus cloud impact on outgoing terrestrial radiation rather 
than on reflecting sunlight (e.g., Lohmann and Gasparini, 2017). 
Based on assessments of the potential cooling impact, readiness, 
cost-effectiveness, and risks (e.g., Shepherd, 2009; NAS, 2021), 
SAI is potentially one of the most effective global methods. SAI 
involves the long-term injection of aerosols, or their precursors, 
into the stratosphere, where their atmospheric lifetime can reach 
one to two years. The resulting enhanced aerosol layer reflects 
sunlight back to space, thereby cooling the planet (Shepherd, 
2009; Lawrence et al., 2018; NAS, 2021). While the technology 
for SAI does not yet exist, it has become the most discussed SRM 
technique in the scientific literature. A portfolio of CI strategies 
has been suggested in addition to mitigation and adaptation, 
which could include a temporary application of SAI to avoid the 
worst impacts of global warming until emissions reductions and 
CDR reduce and stabilize atmospheric GHG concentrations (e.g., 
Long and Shepherd, 2014; Sugiyama et al., 2018).

In many studies, SO2 has been considered as the injection ma-
terial for SAI because volcanic eruptions serve as natural analogs 

to SAI (see Section 6.6 for more details). Observations after large 
explosive volcanic eruptions that injected large amounts of SO2 
into the stratosphere have conclusively demonstrated a mea-
surable reduction in global surface temperatures within a year 
or two (e.g., Angell and Korshover, 1984; Hansen et al., 1992; 
Soden et al., 2002). Multiple smaller eruptions during the early 
21st century are also thought to have contributed to the observed 
masking of some of the global warming at that time (e.g., Santer 
et al., 2014; Haywood et al., 2014). Explosive volcanic eruptions 
that emit sulfur species into the stratosphere allow benchmark-
ing of current-generation aerosol and climate models against a 
wealth of observations of the impacts of volcanic emissions on 
ozone concentrations and sulfate aerosol properties, including 
their temporal and spatial evolution. However, in most cases, 
volcanic eruptions also inject other materials, including dust, hal-
ogens, and water, which result in different effects compared to 
those from sulfur injections alone (e.g., Zhu et al., 2020). There 
are also clear limits to this analogy, because explosive eruptions 
are pulsed injections of material into a relatively small area of the 
stratosphere, which contrasts with continuous or repeated injec-
tions (or a slow ramp-up) of SO2 in strategically selected locations 
under SAI scenarios (e.g., Duan et al., 2019). These differences 
can make it difficult to project SAI impacts on ozone and climate 
response based on volcanic eruptions.

Another analog of SAI is the injection of aerosols into the 
stratosphere in vigorous wildfire events that result in the forma-
tion of pyrocumulonimbus clouds (pyroCbs). A number of satel-
lite observations have recently shown that biomass-burning aero-
sols embedded in pyroCbs can reach the stratosphere. Enhanced 

(a) Global temperature change (b) Annual mean temperature change
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Box 6-1. Overview of Climate Intervention Methods

Glossary of Climate Intervention Terminology

BECCS*: bioenergy with carbon capture and storage. A CDR technique using energy derived from any form of biomass or its met-
abolic by-products whereby a relatively pure stream of carbon dioxide (CO2) from industrial and energy-related sources is separated 
(captured), conditioned, compressed, and transported to a storage location for long-term isolation from the atmosphere.  

Biochar*. A CDR technique producing a stable carbon-rich material produced by heating biomass in an oxygen-limited environ-
ment. Biochar may be added to soils to improve soil functions and to reduce greenhouse gas emissions from biomass and soils, as 
well as for carbon sequestration. 

CCT: cirrus cloud thinning. A proposed climate intervention technique often classified under SRM, although it relies on increasing 
emissions of terrestrial radiation to space. 

CI: climate intervention. Defined in this report as the deliberate large-scale manipulation of an environmental process that affects 
the Earth’s climate, in an attempt to counteract the effects of global warming. This includes both SRM and CDR.

CDR*: carbon dioxide removal. Anthropogenic activities that remove CO2 from the atmosphere and durably store it in geological, 
terrestrial, or ocean reservoirs, or in products. This includes existing and potential anthropogenic enhancement of biological or 
geochemical sinks and direct air capture and storage but excludes natural CO2 uptake not directly caused by human activities.

MCB: marine cloud brightening. An SRM climate intervention strategy aimed at brightening low marine clouds through the injec-
tion of aerosol particles, thereby increasing the planetary albedo.

Planetary albedo. The ratio of the amount of solar radiation reflected by the planet to that incident upon it. The global broadband 
planetary albedo is approximately 0.3.

SAI: stratospheric aerosol injection. A proposed SRM technique to enhance the stratospheric aerosol layer to increase the reflec-
tivity of the planet and hence reduce global mean surface temperatures.

Space mirrors. A proposed SRM technique to block some sunlight by placing mirrors at the Lagrangian point between Earth and the 
sun to decrease the global surface temperature.

SRM*: solar radiation modification. The intentional modification of the Earth’s shortwave radiative budget with the aim of reducing 
warming. Stratospheric aerosol injection, marine cloud brightening, and land surface albedo modification are examples of proposed 
SRM methods.

Surface albedo. The ratio of the solar radiation reflected by Earth’s surface to that incident upon it. The broadband mean surface 
albedo is approximately 0.15.

*Adopted from IPCC (2018).

Box 6-1 Figure 1. Schematic diagram showing some prominent proposed climate intervention methods. CDR methods in-
clude afforestation, biochar, BECCS, iron fertilization, and alkalinity addition to the ocean. SRM methods represented are SAI, 
MCB, space mirrors, CCT, and surface albedo enhancement technologies. Courtesy of Rita Erven, GEOMAR.
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solar absorption by black carbon and the organics-dominated 
chemical composition of these smoke particles can impact ozone 
and climate differently from sulfate aerosols (e.g., Rieger et al., 
2021).

6.1.2 A Brief History of SAI Research
The earliest suggestion of injecting sulfur into the strato-

sphere to combat global warming was proposed by Budyko 
(1974). This topic was then only occasionally discussed in the 
scientific literature for the next three decades (e.g., Rasch et al., 
2008a, and references therein). Crutzen et al. (2006) was one of 
the first to suggest possible impacts of SAI on stratospheric ozone. 
He used simple scaling arguments derived from the Pinatubo 
eruption to estimate that stratospheric injections of around 10 Tg 
SO2 yr–1 (1 Tg = 1 million tonnes) would be needed to balance the 
warming impact of doubled atmospheric concentrations of car-
bon dioxide. Wigley (2006) used a simple energy balance model 
and derived a similar estimate, suggesting a combined mitigation 
and SAI approach for stabilizing climate. These and other early 
simple model approaches were improved upon by introducing 
models that represent the sulfur cycle more explicitly using sin-
gle-moment aerosol models and that include the representation 
of oceans either through slab-ocean (Rasch et al., 2008b) or fully 
coupled ocean models (Robock et al., 2008b). The first studies 
that quantitatively assessed the impact of deliberate SAI upon the 
ozone layer also appeared, finding a considerable delay in the 
Antarctic ozone hole recovery (Tilmes et al., 2008; Heckendorn 
et al., 2009).

Thereafter, more and more SAI modeling studies began to 
appear using fully coupled global atmospheric-ocean models. 
These models often did not include interactive stratospheric 
chemistry (e.g., Kravitz et al., 2009; Jones et al., 2010; 2011; 
Niemeier et al., 2011; English et al., 2012). A few studies attempt-
ed to compare the impacts of similar SAI simulations performed 
across different climate models (e.g., Jones et al., 2011; Rasch et 
al., 2008b; Schmidt et al., 2012), but comprehensive attribution 
of differences in results from climate models proved to be ham-
pered by the lack of standardization of the objectives of the SAI 
approaches and the related emission scenarios. These problems 
led to the first comprehensive attempts to standardize model 
scenarios by the Geoengineering Model Intercomparison Project 
(GeoMIP; Kravitz et al., 2011). 

GeoMIP formulated idealized model experiments to aid 
understanding of the effects of SAI on the Earth system (Kravitz 
et al., 2011) and provides the most comprehensive multi-model 
assessment of the effects of SRM to date (e.g., Kravitz et al., 2015). 
Different GeoMIP experiments have evolved over time, from solar 
dimming experiments where the solar constant was turned down 
to offset instantaneous quadrupling or steadily increasing carbon 
dioxide concentrations (referred to as the G1 and G2 scenarios, 
respectively; Kravitz et al., 2015) to more complicated and pol-
icy-relevant SAI experiments (the G3, G4, and G6 scenarios; 
Kravitz et al., 2015). Simulations were run using fully coupled 
global climate models (CMIP5 and CMIP6 generations), with 
most models performing the relatively simple solar dimming ex-
periments (e.g., Kravitz et al., 2011; 2021; Niemeier et al., 2013). 
Fewer models were able to directly simulate sulfur injections, 
which requires comprehensive stratospheric aerosol microphys-
ical modeling. The first GeoMIP-coordinated multi-model assess-
ments of impacts on stratospheric ozone and surface ultraviolet 

radiation were documented by Pitari et al. (2014). Two model ex-
periments, G3 and G6, include both SAI and solar dimming ver-
sions (G3, G3S, G6solar, and G6sulfur; Kravitz et al., 2015), allow-
ing comparisons of the impacts of the two methods (Niemeier et 
al., 2013; Xia et al., 2017; Visioni et al., 2021a; Jones et al., 2021). 
These studies have shown that solar dimming is an imperfect 
analog for modeling the climate impacts of SAI and assessing its 
effects on stratospheric ozone (see Section 6.3). Other multi-mod-
el comparisons are in progress, based on the Chemistry-Climate 
Model Initiative (CCMI; Morgenstern et al., 2017; Plummer et al., 
2021); these use a prescribed aerosol distribution to examine the 
effects of SAI on stratospheric ozone.

Besides additional single-model studies that use simple 
equatorial injection strategies, more complex SAI deployment 
strategies to minimize residual climate impacts have been devel-
oped and applied (Kravitz et al., 2017) and used as the basis for 
other studies, including the Geoengineering Large ENSemble 
project (GLENS; Tilmes et al., 2018a; 2020; see Box 6-2). A new 
large-ensemble model study using a similar strategy to GLENS, 
the Assessing Responses and Impacts of Solar climate interven-
tion on the Earth system with stratospheric aerosols project 
(ARISE; Richter et al., 2022), has recently been documented. 

In parallel with the development of individual and coordi-
nated modeling studies, there has been limited research into po-
tential delivery mechanisms. SAI would require the long-term de-
livery of millions of tonnes of SO2 or other suitable materials into 
the stratosphere for any substantive global cooling (e.g., Smith et 
al., 2020; Robock, 2020); currently, no scalable delivery system 
exists. A fleet of specially designed high-altitude aircraft has been 
suggested as a feasible delivery system (McClellan et al., 2012; 
Smith and Wagner, 2018), although tethered balloons, rockets, 
artillery, and rigid towers have also been suggested (Robock et 
al., 2009; Davidson et al., 2012). Each of these is hampered by 
technological constraints, in particular when it comes to delivery 
of significant payloads above 20 km altitude. There have also 
been suggestions for enhancing stratospheric aerosol concentra-
tions through lower-altitude tropospheric injections, both using 
photophoretic levitation (Keith, 2010) and absorption of sunlight 
to loft the particles into the stratosphere (Gao et al., 2021). Other 
suggestions include injecting carbonyl sulfide in the upper tro-
posphere where it is transported to the stratosphere and slowly 
forms sulfate (Quaglia et al., 2022). However, the technical logis-
tics of practical deployment through such means have not been 
sufficiently explored. No outdoor field experiments have been 
conducted up to this point, and detailed discussions about re-
quirements and issues regarding field experiments are presented 
in the recent NAS (2021) report.

6.1.3 SAI Scenarios and Strategies
Just as the impacts of future global warming (including the 

evolution of stratospheric ozone) strongly depend on future emis-
sions pathways, the impacts of SAI are strongly dependent on the 
details of the SAI scenario and the underlying future greenhouse 
gas emissions pathway (the baseline scenario; e.g., Niemeier 
et al., 2011; Tilmes et al., 2017; Richter et al., 2017, Jones et al., 
2018; Irvine et al., 2020, Tilmes, 2020). Multiple hypothetical 
SAI scenarios and strategies have been developed for modeling 
studies, based on the goals of the specific project or the purpose 
of the research; some were designed for understanding specific 
processes in the climate system and others for impact relevance. 
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In this section, we define the terms “scenario” and “strategy”. 

6.1.3.1 SAI Scenarios
We define “SAI scenario” as the desired global mean out-

come. While IPCC (2021) defines its scenarios in terms of the 
global mean radiative forcing by 2100, SAI scenarios are most 
frequently defined in terms of the global mean temperature or de-
gree of cooling. Current SAI scenarios do not include socioeco-
nomic feedbacks of the implementation of SAI. Examples of SAI 
scenarios include maintaining global mean temperatures at 1.5 
°C or 2 °C above preindustrial conditions or reducing the global 
mean temperature from a high-end global warming scenario to a 
more moderate global warming scenario. Three different SAI sce-
narios are assessed with regard to effects on total column ozone 
in Section 6.4.

Without SAI, only very drastic and immediate mitigation 
and significant CDR can prevent overshoot of an assumed sta-
bilization surface temperature (Figure 6-2, grey, dashed lines). 
The global mean surface temperature from most projected future 
scenarios exceeds the 1.5 °C and 2 °C COP21 limits (Figure 6-1; 
IPCC, 2021). Here, we assess modeling studies that investigate 
the effects of SAI on ozone based on three SAI scenarios. Each 
of these scenarios considers different baseline GHG scenarios 
and temperature targets and therefore has different impacts on 
total column ozone (TCO). While many possible SAI scenarios 

have been studied, the most comprehensive large-ensemble or 
multi-model studies relevant for TCO impacts can be summarized 
in the three scenarios analyzed here. The first two scenarios are 
based on ensemble simulations from one modeling framework, 
while the results of the last scenario are based on a multi-model 
study using three different ESMs. All scenarios discussed here 
inject SO2 into the stratosphere to form sulfate aerosols; compre-
hensive ESM studies using other injection materials currently do 
not exist. Schematic diagrams of the three scenarios, together 
with the temporal evolution of the quantity of SO2 injected, are 
provided in Figure 6-2, and each of the injection strategies is 
discussed in detail in the subsections that follow. Note that the 
resulting temperature change from specific baseline scenarios 
are themselves very uncertain owing to differences in climate 
sensitivity of the various models. In addition, there is significant 
uncertainty about how much cooling can be achieved with a spe-
cific amount of SAI (Section 6.2.2.). Consequently, the amount 
of injection needed to reach specific temperature targets is very 
uncertain.

Peakshaving Scenario. The peakshaving scenario prevents 
overshoot of global mean surface temperature above assumed 
temperature limits by applying a limited amount of SAI to avoid 
the worst impacts of global warming during the period it takes for 
strong mitigation and decarbonization efforts to reduce and sta-
bilize greenhouse gas concentrations (e.g., Wigley, 2006; Long 
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Figure 6-2. Schematic diagram rep-
resenting the concept of three poli-
cy-relevant SAI scenarios: peakshaving 
scenario, strong SAI scenario, and me-
dium SAI scenario. Different lines illus-
trate global mean surface temperatures 
for future scenarios: a limited or no 
mitigation scenario leading to strong 
future global warming (black line); a 
so-called “overshoot scenario” that 
assumes strong mitigation and Carbon 
Dioxide Removal (CDR), and leads to a 
temporary overshoot of global mean 
temperatures above sustainable limits 
for some time (orange); a peakshaving 
scenario that applies temporary SAI 
to the overshoot scenario in order to 
prevent the increase in global mean 
temperature from exceeding these 
sustainable limits (purple line); and a 
moderate warming scenario (red). The 
blue arrows represent the approximate 
relative magnitude of the temperature 
impact of the applied SAI. The bottom 
right panel shows the stratospheric 
injection that is applied under each of 
these three scenarios.    
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and Shepherd, 2014; Sugiyama et al., 2018). For this scenario, 
SAI is slowly phased in and later phased out to keep temperatures 
from rising above the target temperature (Figure 6-2, top left 
panel). Depending on the effectiveness of mitigation and decar-
bonization efforts, SAI application may be required for several 
decades or even centuries before atmospheric greenhouse gases 
have been sufficiently reduced to stabilize surface temperatures 
(e.g., Tilmes et al., 2016, 2020; Jones et al., 2018). A peakshaving 
scenario that requires strong mitigation and CDR may pose the 
least risk to the climate system among the scenarios analyzed in 
this assessment, since the relatively limited deployment time and 
injection rate reduce potential side effects and any termination 
effect (see Section 6.4.2). Currently, the impacts on ozone for this 
scenario can be assessed based only on a single model (Tilmes 
et al., 2020), using a baseline scenario SSP5-3.4-OS (Box 3-4 
Figure 1) that follows the SSP5-8.5 high-forcing scenario until 
2040 and after that deploys large-scale CDR and strong reduc-
tions in methane. SAI is applied to keep surface temperatures 
at 1.5 °C above preindustrial levels while minimizing inter-hemi-
spheric and pole-to-equator gradients. This scenario requires 
maximum injections of up to ~15 Tg SO2 yr–1 around 2060; 15 Tg 
SO2 is approximately the amount injected by the explosive 1991 
Mount Pinatubo eruption. An additional scenario to keep surface 
temperatures at 2.0 °C above preindustrial levels, which would 
reduce injections of sulfur by approximately 50% relative to stabi-
lizing temperatures at 1.5 °C above preindustrial levels, has also 
been performed (Tilmes et al., 2020). 

Strong SAI Scenario. The strong SAI scenario prevents high-
end global warming under a scenario with high projected green-
house gas emissions (Representative Concentration Pathway 
[RCP] 8.5 / SSP5-8.5, Box 3-4 Figure 1), with the objective of 
meeting the COP21 targets. Large ensembles of this scenario 
have so far been performed using only CESM (WACCM) within 
the GLENS simulations (Kravitz et al., 2017, Richter et al., 2017, 
Tilmes et al., 2018a; Section 6.1.) and CESM2 (WACCM6) (Tilmes 
et al., 2020), although a more limited number of ensembles 
have been performed with other models (Jones et al., 2018). To 
prevent surface temperature from increasing under this green-
house gas scenario using SAI, steadily increasing sulfur injections 
between 2020 and 2100 are required (Figure 6-2, top right 
panel). Injections were simulated to reach between 30 Tg SO2 
yr–1 (Jones et al., 2018) and 55 Tg SO2 yr–1 (Tilmes et al., 2018a) 
by 2100. This is between three and five times the mass of sulfur 
injected per year by the Mount Pinatubo eruption in 1991 (assum-
ing Pinatubo injected 10 Tg SO2; Mills et al., 2017). Different SAI 
strategies (Section 6.1.3.2) have been applied to this SAI scenario, 
using a feedback controller (Box 6-2) and varying the altitude of 
injections or injecting only at the equator. These different strate-
gies lead to different impacts on stratospheric ozone (Jones et al., 
2018; Kravitz et al., 2019; Tilmes et al., 2021). As the SO2 injection 
increases with time, the risks of side effects and any termination 
effect (see Section 6.4.2) also increase with time. 

Medium SAI Scenario. As in the strong SAI scenario, the 
medium scenario also prevents the high-end global warming pro-
jected under a scenario with high greenhouse gas emissions, but 
its target surface temperature is that of a more moderate green-
house gas emissions scenario (RCP4.5 / SSP2-4.5). This scenar-
io leads to moderate global warming that is significantly above 
COP21 targets. Six GeoMIP models have performed this type of 
modeling experiment using SSP5-8.5 as the baseline scenario 

and temperatures under the SSP2-4.5 greenhouse gas scenario 
as the target; this is known as the GeoMIP G6 scenario (e.g., Jones 
et al., 2021; Visioni et al., 2021a; Tilmes et al., 2022). Only three 
of the participating six models (CNRM-ESM2-I, UKESM1-0-LL, and 
CESM2(WACCM)) include interactive chemistry and calculate the 
effect of SAI on TCO (Section 6.4.2). The SAI strategy for achiev-
ing these scenarios was defined by injections in a region around 
the equator. Progressively larger SO2 emissions are required be-
tween 2020 and 2100, ranging from 3 to 7 Tg SO2 yr–1 in 2050 
and reaching between 20 and 30 Tg SO2 yr–1 by 2100 (see Figure 
6-2, bottom left panel). This scenario is similar to halving future 
global warming (e.g., Irvine et al., 2019, 2020). Analysis based 
on GLENS simulations show that for this scenario only, 1.3% of 
land areas would see a significant change in water availability 
compared to present day, and those regions would experience 
wetting, not drying, contradicting the assumption that solar cli-
mate intervention leads to a general drying (Irvine et al., 2020).

6.1.3.2 SAI Strategies
The underpinning deployment assumptions for achiev-

ing specific climate goals are defined here as “SAI strategies”. 
Strategies are understood here as the specifics of SAI applications, 
injection locations (including latitude, longitude, and altitude), in-
jection timing (continuous or pulse injections), and injection ma-
terial. Model simulations have revealed several robust side effects 
if global solar dimming or injections at the equator are applied, 
which include overcooling of tropical regions, continued residual 
warming in polar regions, and overcompensation of global mean 
and regional precipitation reductions (Bala, 2008; Robock et al., 
2008b; Schmidt et al., 2012; Niemeier et al., 2013; Kravitz et 
al., 2013; Tilmes et al., 2013; Huneeus et al., 2014; Kravitz et al., 
2021). Additional side effects on the climate system may include 
a shift in the intertropical convergence zone (ITCZ) and hurricane 
frequency and intensity in simulations that apply SAI to a single 
hemisphere (Haywood et al., 2013; Jones et al., 2017; see Section 
6.4.2). Model experiments have therefore applied specifically 
designed strategies to minimize some of these deleterious side 
effects. These strategies include injections at multiple locations 
and seasons in order to reduce impacts on, e.g., inter-hemispher-
ic and pole-to-equator surface temperature gradients, using a 
feedback control algorithm (see Box 6-2). Other examples of SAI 
strategies include the use of sulfate or chemically inert materials 
instead of SO2 (Section 6.5). Thus, different SAI strategies could 
deliver the same SAI scenario but result in different impacts on 
climate and stratospheric ozone. 

6.2 IMPACTS OF SAI ON RADIATIVE 
FORCING, TEMPERATURES, AND AEROSOL 
SURFACE AREA DENSITY

To cool the Earth’s surface using stratospheric aerosol injec-
tion (SAI), sulfate aerosols or their gaseous precursors (e.g., SO2) 
would be deliberately injected into the stratosphere. Transport 
by stratospheric winds associated with the Brewer–Dobson cir-
culation (BDC) can result in near-global coverage of the resulting 
sulfate aerosol layer. Transport processes are coupled to micro-
physical processes, as they determine sulfur concentrations, sul-
fate particle numbers, and size distributions. These nonlinear pro-
cesses make the impact of SAI very dependent on the injection 
strategy. For example, model simulations show that stratospheric 
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Box 6-2. Reaching Climate Targets Using Feedback Control

Earlier SAI studies often modeled injection of SO2 or sulfate aerosols within a region around the equatorial stratosphere, re-
sulting in a nonuniform global distribution of stratospheric sulfate with a maximum concentration at the equator (Section 6.2). This 
results in an overcooling of the tropics and an undercooling at high latitudes compared to a scenario without SAI. In a new approach, 
changes in surface temperature are modulated through injections of sulfur at four predefined locations, 15°N, 15°S, 30°N, and 30°S. 
The resulting stratospheric sulfate distribution is more evenly spread across latitudes (Box 6-2 Figure 1, top panels). Multiple strato-
spheric injection latitudes coupled with a feedback control algorithm has been used to maintain 2020 surface temperatures while 
following the high-GHG emissions RCP8.5 baseline scenario (Kravitz et al., 2017). The so-called feedback loop successfully responds 
to changes in climate feedbacks by adjusting the injection amounts for each of the predefined injection locations. Model simulations 
that use this approach are able to keep global mean surface temperatures at predefined levels with regional surface temperatures 
more similar to present day compared to using equatorial injections (Box 6-2 Figure 1, middle and bottom panels). 
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Box 6-2 Figure 1. (top) Zonal mean changes in sulfate concentrations between simulations with and without SAI over the 
period 2070–2089 using GLENS four-point injections (left) and equator injections (right). Both simulations use a feedback con-
troller (bottom right) that iteratively adjusts the injected sulfur amount in each location in order to stabilize the global, annual 
average surface temperature (for the equatorial injection) and in addition the inter-hemispheric and pole-to-equator surface 
temperature gradients for the four-point injections (bottom left). The tropopause location in the control (no injection) run is 
shown in black and for the SAI experiment in blue; injection locations are indicated as yellow dots. (middle) Maps of surface 
temperature change (K) for the GLENS four-point injections (left) and for equatorial injections (right), where the change refers 
to the difference in the mean over the periods 2075–2095 and 2010–2030. Stippling indicates regions that are not statisti-
cally significant at the 95% confidence level, as calculated using Welch’s t-test. (bottom left) Change in annual mean surface 
temperature from the 2010–2030 average following the RCP8.5 (blue) scenario and with SAI following the GLENS four-point 
injection strategy (black) and equatorial injection strategy (orange). Faint lines indicate individual model run ensemble mem-
bers, and thick lines indicate ensemble means. (bottom right) Illustration of the feedback control loop. [Adapted from Tilmes et 
al., 2020, and Kravitz et al., 2019.] 
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A feedback control algorithm in climate models was first applied to maintain global mean surface temperatures by reducing 
the solar constant (MacMartin et al., 2014a, 2014b; Kravitz et al., 2014). Later, this method was applied to meet three climate objec-
tives at the same time: the targeted global mean surface temperature, inter-hemispheric temperature gradient, and pole-to-equator 
temperature gradient (Kravitz et al., 2016). This method was then integrated into a more complicated framework using the Whole 
Atmosphere Community Climate Model (WACCM; Mills et al., 2017, MacMartin et al., 2017). Such an approach requires precalcu-
lated response functions for each injection latitude. Emissions adjustments have been tested for different time periods. For example, 
injections were adjusted annually for the GLENS model runs, while seasonal injection adjustments were performed in later studies 
(Visioni et al., 2019, 2020a). Different climate targets have also been suggested, including precipitation-based climate metrics and 
targets for sea ice extent, although these strategies are still in their infancy (Lee et al., 2021).

injection at the equator or at four points at 30°N, 15°N, 15°S, and 
30°S, will result in very different spatial and size distributions of 
the aerosols (see Box 6-2) and cause different impacts on ozone. 
In addition, model-specific differences in physics and simulated 
tracer transport add to simulated nonlinearities, and both are 
responsible for large differences between model results. It is 
therefore still uncertain how much surface temperature reduc-
tion would be obtained for 1 Tg yr–1 of SO2 injection. This section 
provides the foundation for understanding related microphysical 
and transport processes, as well as SAI interactions with radiation 
(Section 6.2.1). Section 6.2.2 summarizes model differences and 
shortcomings in representing processes important for SAI and 
assesses the effects of SAI on radiation and surface temperatures, 
based on multiple model comparisons. Section 6.2.3 assesses 
uncertainties in the radiation and temperature effects as a result 
of using different injection strategies. A summary of the important 
SAI processes and uncertainties based on existing model studies 
is then given in Section 6.2.4.

6.2.1 Aerosol Processes Relevant for SAI 
Efficacy

The life cycle of sulfate in the stratosphere is governed by 
chemistry, aerosol microphysics, transport, and interaction with 
radiation. All of these nonlinear interactions, together with details 
of the injection strategies, determine the final aerosol spatial dis-
tribution, burden, aerosol optical depth, and aerosol surface area 
density (SAD). A brief summary of processes and interactions im-
portant for SAI is included in the following section, mainly based 
on Kremser et al. (2016).

6.2.1.1 Sulfate Aerosol Chemistry and Micro-
physical Processes 

Six major processes are important for the formation and the 
life cycle of stratospheric sulfate aerosols: oxidation, nucleation, 
coagulation, condensation, evaporation, and sedimentation 
(Figure 6-3). These processes impact the total aerosol number 
concentration and size distribution, as well as the aerosol lifetime 
and radiative properties. Natural sources of stratospheric sulfuric 
acid (H2SO4) include oceanic and terrestrial emissions of carbon-
yl sulfide (COS) and dimethyl sulfide (DMS). COS is stable in the 
troposphere and is oxidized to form gaseous precursors of sulfate 
aerosols in the stratosphere. The main natural sources for the 
other stratospheric gaseous precursor, SO2, are large explosive 
volcanic eruptions and large forest fires. SO2 can be oxidized to 
H2SO4 and then condenses to form sulfate aerosols, which have a 
lifetime of 1–1.5 years in the stratosphere both under unperturbed 
conditions (Weisenstein et al., 2006; Mills et al., 2016) and with 

SAI (Heckendorn et al., 2009; Niemeier et al., 2011; English et 
al., 2012; Visioni et al., 2017a). In the stratosphere, new aerosols 
are mainly formed by the co-condensation of H2SO4 and water 
via binary homogeneous nucleation (e.g., Vehkamäki et al., 
2002). Low temperature, high relative humidity, and low particle 
SADs provide optimal conditions for homogeneous nucleation 
(Kremser et al., 2016). The primary nucleation regions within the 
stratosphere are the tropical tropopause layer (TTL) region and 
the polar middle stratosphere. The location and amount of any 
SAI application impacts the speed of the nucleation processes. 
Particle growth of newly formed aerosols occurs mainly through 
coagulation, particle collision, and condensation. The growth 
due to condensation of H2SO4 vapor on particles is mainly con-
trolled by H2SO4 concentrations and occurs throughout the life 
cycle of the stratospheric aerosol particles. Coagulation is most 
effective between fine (aerosol radius r < 0.01 μm) and coarse (r > 
1 μm) particles (Seinfeld and Pandis, 2007), as large particles have 
a large surface and are a good target for smaller particles. This be-
havior has consequences for SAI. In contrast to sporadically erupt-
ing large volcanoes, SAI requires continuous injections to sustain 
an aerosol layer over many years. The consequent formation of 
new fine particles occurs in regions populated by particles from 
previous injections. In such conditions, coagulation becomes the 
dominant microphysical process affecting aerosol size, especially 
for continuous injections (Heckendorn et al., 2009). Injections 
over short time periods and small areas (e.g., one grid box) con-
fine small freshly nucleated particles to a smaller region (in time 
and space). This reduces the relevance of coagulation, resulting 
in smaller particles (Niemeier and Timmreck, 2015). In any case, 
the particle size becomes larger with increasing injection rate as 
freshly formed particles coagulate and sulfur condenses on larger 
existing particles (Weisenstein et al., 2022).

The main removal processes for stratospheric aerosols 
are sedimentation of large particles and evaporation in warmer 
regions of the stratosphere above 32 to 35 km (Kremser et al., 
2016). The evaporated gases may later re-nucleate and re-con-
dense in cold stratospheric areas, mostly at high latitudes and 
high altitudes, after being transported within the BDC (see 
Section 6.2.1.2). Sedimentation or gravitational settling through 
the tropopause depends strongly on particle size, as well as the 
local vertical updraft velocity, which counters sedimentation. In 
regions with strong vertical advection, such as the tropical pipe, 
both vertical advection and sedimentation play important roles in 
the resulting particle number and size. Thus, Earth system models 
(ESMs) have to accurately model the transport processes, as well 
as growth processes, of aerosols. The resulting aerosol particle 
size distribution influences the aerosol optical properties (for 
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both solar and terrestrial radiation), the residence time, and the 
dispersion and transport of the aerosols.

6.2.1.2 Transport
Sulfur injected into the lower stratosphere is transported 

zonally with strong stratospheric winds and vertically and merid-
ionally by the BDC, which is a large hemispheric circulation with 
an ascendant branch in the tropics and subsidence over the poles 
at high latitudes (Figure 6-3). In the extratropics, poleward mo-
tion dominates, with fast meridional mixing in the “surf zone” in 
the lower stratosphere (15 to 30 km altitude) and a slower merid-
ional motion above. The surf zone is bounded by transport barri-
ers around the winter polar vortex and in the subtropics (Butchart, 
2014). Equatorial injections into the lower part of the tropical 
stratosphere result in the transport of aerosols towards the poles 
and mixing in the surf zone leads to a globally distributed aerosol 
layer. The main descending branch at high latitudes in the winter 
hemisphere (and the related transport out of the stratosphere), is 
a sink for the sulfate aerosols. In the wintertime, the air in the polar 
vortex is isolated, so sulfate aerosols reach the poles in spring and 
summer only after the breakdown of the polar vortex.

The resulting aerosol distribution differs with the location of 
the injection and the injection strategy (Heckendorn et al., 2009; 
Pierce et al., 2010; Niemeier et al., 2011; English et al., 2012; 
Tilmes et al., 2017). The injection of sulfur into the ascending 
branch of the BDC in the tropics results in the longest sulfate life-
time and global coverage. Injections at high latitudes result in a 
much shorter lifetime, and the aerosol is mostly confined to the 
hemisphere of injection (Robock et al., 2008a, Jones et al., 2017). 
The subtropical transport barriers hinder exchange between the 

hemispheres. Therefore, continuous injections poleward of ~30° 
latitude in one hemisphere will result in the transport of only a 
small amount of aerosol into the other hemisphere (e.g., Tilmes 
et al., 2017). Within the equatorial tropics, wind patterns are 
determined by the Quasi-Biennial Oscillation (QBO), a pattern 
of strong easterly or westerly jets, which change direction with a 
phase of roughly two years. The heating of the stratosphere from 
aerosols can alter the QBO and with that other transport patterns 
(see Section 6.3). It is impossible to create a persistent regional 
stratospheric sulfate layer over only a small region or a single 
country because of the nature of stratospheric transport.

6.2.1.3 Interaction with Radiation
Sulfate aerosols scatter solar (shortwave [SW]) radiation and 

absorb at terrestrial (i.e., infrared [IR] and near-IR) wavelengths. 
The addition of sulfate aerosols in the stratosphere therefore caus-
es an intentional cooling of the troposphere as a result of reduced 
incoming SW radiation and an unintentional warming in the lower 
stratosphere through the absorption of IR and near-IR radiation 
(Timmreck and Graf, 2006; Aquila et al., 2014). This results in 
a change in the temperature gradient within the stratosphere 
and troposphere. For a realistic size distribution of stratospheric 
aerosols, as determined from observations following volcanic 
eruptions, scattering of sunlight is most efficient for aerosols 
with effective radii between 0.3 and 0.4 μm; aerosols below 0.1 
μm and above 1 μm are inefficient at interacting with radiation at 
solar wavelengths (Mie, 1908; Dykema et al., 2016). Absorption 
of terrestrial radiation increases strongly for sulfate aerosols 
larger than 1 μm owing to increases in the imaginary part of the 
refractive indices at these wavelengths (Laakso et al., 2022). 

Figure 6-3. Life cycle of stratospheric sulfate, relevant aerosol microphysical processes, and stratospheric transport processes. 
[Adapted from Kremser et al., 2016.]
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For reference, stratospheric aerosol effective radii, observed at 
Laramie, Wyoming (USA), were in the range of 0.1 to 0.15 μm 
before the Mount Pinatubo eruption and around 0.4 to 0.5 μm 
one year after the eruption (Kleinschmitt et al., 2017; Deshler et 
al., 2019). For SAI, the resulting effective radii of aerosols depend 
on the injection strategy, varying between 0.2 and 0.6 μm for in-
jection rates between 2 and 100 Tg SO2 yr–1 (Kleinschmitt et al., 
2018; Laakso et al., 2022).

Radiative forcing provides a useful metric for assessing the 
magnitude of the climatic response from a particular perturba-
tion, as the temperature response to a perturbation is approx-
imately proportional to its forcing (IPCC, 2021). Following the 
IPCC definition, the effective radiative forcing (ERF) is the change 
in net (solar plus terrestrial) irradiance at the top of the atmo-
sphere (TOA) caused by the stratospheric aerosol as measured in 
W m–2 after the stratosphere has adjusted to radiative equilibrium. 
General circulation models (GCMs) using prescribed sea surface 
temperatures (SSTs) calculate ERF as an estimate of the TOA ra-
diative imbalance. For simply comparing the effects of different 
sulfate distributions, models are able to internally calculate the 
radiative forcing of the sulfate for each model time step: the radi-
ation module performs a second calculation without considering 
stratospheric aerosols. In this way, the instantaneous radiative 
forcing (IRF) of the aerosol can be determined without consider-
ing the impacts of adjustments on climate. IRF is not directly com-
parable to the radiative forcing changes derived from ESMs that 
are coupled to an ocean module, as they include adjustments of 
stratospheric and surface temperatures.

The effectiveness of SAI varies with season and latitude 
because it depends on the amount of incoming solar radiation. 

Therefore, very little SW reduction is expected from SAI at high 
and mid-latitudes in winter, while more continuous radiative 
changes occur in the tropics. In contrast, the radiative forcing of 
greenhouse gases (GHGs) varies only a little with latitude as it is 
mostly caused by absorption of terrestrial radiation, which is less 
dependent on the season (Govindasamy and Caldeira, 2000; 
Kravitz et al., 2011). GHG temperature impacts also have a differ-
ent vertical profile compared to that from SAI due to the heating of 
the sulfate aerosols in the lower stratosphere (Ferraro et al., 2014; 
Henry and Merlis, 2020). Therefore, uniformly applied SAI across 
the globe does not completely offset the warming of GHGs, and 
residual warming still occurs, particularly at high latitudes.

Secondary feedbacks, such as modifications in the concen-
tration of stratospheric water vapor and ozone due to SAI, may 
also affect the overall radiative forcing. A stratospheric water vapor 
increase, produced by the warming of the lower stratosphere and 
the tropopause, would have a positive radiative effect (Richter et 
al., 2017; Krishnamohan et al., 2019; Huang et al., 2020; Visioni 
et al., 2021b). The stratospheric lifetime of methane (CH4) and its 
concentration may also be affected by tropospheric and strato-
spheric hydroxyl radical (OH) changes. Both contributions would 
result in a minor positive forcing that would offset only a fraction 
of the large negative forcing produced by the aerosols (Visioni et 
al., 2017a).

6.2.2 Model Uncertainties and Simulated 
Global Radiative Forcing and Surface 
Temperature Response to SAI

Variations in modeled radiative forcing and surface tem-
perature response to SAI arise from differences in the simulated 

Figure 6-4. (a, e) The concentration of total sulfur (gas and aerosols), (b, f) surface area density (SAD), (c, g) light extinction, and 
(d, h) effective radius, averaged zonally and over time, as simulated with the CESM (WACCM) (a–d) and MAECHAM5-HAM (e–h) 
models. In both models, 10 Tg SO2 yr–1 is continuously injected into two single grid boxes at 30°N and 30°S at an altitude of 18–21 
km. [Adapted from Weisenstein et al., 2022.]
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Figure 6-5. Radiation and temperature response from different Earth system model simulations of the GeoMIP scenario G6sulfur 
(medium SAI) and of CESM1 (WACCM) simulations in the GLENS (strong SAI) scenario. The injection rate is in Tg SO2 yr–1 (after 
Visioni et al., 2021a). (a) Globally averaged top-of-the-atmosphere all-sky radiative forcing (which includes the response of all 
ESM components) normalized by the SO2 injection rates. (b) Annual mean global surface temperature anomaly normalized by the 
SO2 injection rates. A five-year running mean has been applied to the results. (c) Injection rate of SO2 needed to cool the globally 
averaged surface temperature by 1 K. 
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sulfate aerosol geographic distribution and particle size, which 
result from details of the injection strategy and the complex and 
nonlinear interplay between transport, oxidation chemistry, and 
microphysical processes (Section 6.2.1). Most existing climate 
models neglect at least some of the couplings between these 
processes, and variations across models in what processes are 
accounted for may also feed back onto impacts on chemistry and 
ozone. First, we outline the range of existing stratospheric aero-
sol descriptions in models and the differences in their complexity 
that contribute to the uncertainty in our understanding of the ef-
fects of SAI on stratospheric ozone. After that, an assessment of 
the range of changes in radiative forcing and surface temperature 
from different GCMs is given.

6.2.2.1 Aerosol Representation in Models, 
Complexity, and Uncertainties

The simplest way to approximate the effects of SAI in models 
is to turn down the solar constant. However, the impacts of these 
global solar dimming experiments differ substantially from SAI 
applications using sulfate aerosols. Besides resulting in very dif-
ferent climate outcomes, these experiments do not consider the 
increase in stratospheric SAD and do not simulate the associated 
chemical effects. Furthermore, in contrast to SAI, solar dimming 
does not heat the lower tropical stratosphere (Niemeier et al., 
2013; Kalidini et al., 2015; Irvine et al., 2017; Jones et al., 2021); 
hence, the effect on stratospheric ozone is quite different from 
simulations where aerosols are added to the stratosphere (see 
Section 6.3). Slightly more complicated approaches prescribe a 
thin stratospheric aerosol layer at a constant geopotential height 
(Krishnamohan et al., 2019) or scale aerosol microphysical and 
optical properties via imposed aerosol optical depth (AODs), 
taken from aerosol microphysical simulations or observations 
after the Mount Pinatubo eruption. In this case, the models sim-
ulate aerosol radiative interactions and climate impacts but no 
feedback on particle transport and chemistry (e.g., Niemeier et 

al., 2013; Ferraro et al., 2015). The next step up in complexity is 
an online representation of bulk aerosol properties via single-mo-
ment schemes: this accounts for the transport of aerosol mass 
but not for the evolution of the aerosol size distribution, which is 
prescribed (e.g., Jones et al., 2017). Much more complex aero-
sol parameterizations describe processes such as nucleation, 
condensation, and coagulation and include explicit treatment of 
both aerosol mass and number distributions assuming lognormal 
distributions (e.g., Mills et al., 2016; Niemeier and Timmreck, 
2015). The most general, but computationally expensive, repre-
sentations of aerosol properties are size-resolving sectional aero-
sol schemes, which often use a high number of size bins with fixed 
widths (Kokkola et al., 2009; English et al., 2012; Kleinschmitt et 
al., 2018; Laakso et al., 2022). 

Different aerosol microphysical parameterizations can result 
in significantly different aerosol distributions and radiative forc-
ing. Comparisons of two different aerosol microphysical schemes 
within one GCM (Laakso et al, 2022), a modal scheme with four 
sulfate modes and a sectional scheme with ten bins, indicate that 
the modal scheme requires a roughly five-times-larger sulfur injec-
tion than the sectional scheme to reduce the radiative forcing to 
preindustrial levels by the end of the century (see Section 6.2.3).

Differences in simulated transport also have an impact on 
the resulting sulfate concentrations. Figure 6-4 shows results 
from two GCMs that apply the same SAI strategy (Niemeier et 
al., 2020). Both models are coupled to modal aerosol schemes. 
The model with the strongest vertical uplift results in an aerosol 
concentration twice as large as in the model with weaker vertical 
uplift (compare Figure 6-4a and e). The stronger vertical uplift 
also results in larger SAD and light extinction and larger effective 
radii (Figure 6-4b–d, f–h), with consequences for aerosol light 
scattering efficiency and heterogeneous chemistry.

The interaction between the injected sulfur and other strato-
spheric chemical components can also impact the simulated 
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results of SAI (Richter et al., 2017). For example, a decrease in 
stratospheric ozone and the associated relative cooling owing to 
reduced absorption of UV radiation partially counters the warm-
ing due to the aerosols. This influences stratospheric dynamics 
and causes a different dynamical response, including in the QBO, 
compared to a model with prescribed ozone concentrations 
(Brenna et al., 2021; Franke et al., 2021), and this can also affect 
the ozone concentration (Section 6.3.2.2). The understanding of 
these interactions is still limited. Also, the complexity and treat-
ment of chemical processes in different models affect the sim-
ulated impacts on other chemical species such as OH and CH4 
(Visioni et al., 2017b), which in turn affect ozone. The omission 
of very-short-lived halogen species in models may lead to an un-
derestimation of the impacts of SAI on ozone (Tilmes et al., 2012). 
Other model shortcomings include missing processes or interac-
tions, such as how aerosols from SAI might affect cirrus clouds as 
they settle out of the stratosphere (Visioni et al., 2022). An over-
view of model improvements needed to narrow uncertainties in 
SAI is summarized in Eastham et al. (2021).

6.2.2.2 Simulated Surface Temperature and 
Radiative Forcing

The aim of SAI is to reduce temperatures at the Earth’s surface 
to reduce the risk of climate change through a small reduction in 
the amount of solar radiation reaching the surface. Figure 6-5 
shows the cooling per mass of SO2 injected in SAI simulations in 
six different Earth System models (ESMs) under the medium and 
strong SAI scenarios (Figure 6-2). For the medium SAI scenario, 

not all models used the same injection strategy; some models in-
jected sulfur between 10°N and 10°S and between 18 and 20 km, 
while CESM2-WACCM injected at the equator at around 25 km 
altitude. Some models simulated the sulfate evolution with inter-
active stratospheric aerosol microphysics, while other models 
used an imposed sulfate distribution that had been calculated 
using a GCM coupled with a microphysical aerosol module (see 
Visioni et al., 2021a, for details). Some models included inter-
active stratospheric chemistry, while others did not. Differences 
across the models in radiative forcing efficiency (forcing per inject-
ed unit mass) and efficiency of temperature reduction are largest 
for smaller simulated injection amounts (<20 Tg SO2 yr–1; Figure 
6-5a, b) and somewhat smaller for larger injections. The forcing 
efficiency ranges from –0.04 to –0.1 W m–2 per Tg SO2 yr–1 and the 
temperature efficiency from –0.04 to –0.14 K per Tg SO2 yr–1 for 
an injection of 20 Tg SO2 yr  –1. This implies that sustained injec-
tion rates of 8–16 Tg of SO2 yr–1 would be needed in order to cool 
the Earth by 1 K (Figure 6-5c; Visioni et al., 2021a). This range in 
the amount of sulfur that would be injected annually in this SAI 
scenario is approximately equal to the observationally-based esti-
mate of the mass of sulfur injected into the stratosphere by Mount 
Pinatubo in a single event in 1991.

6.2.3 Sensitivities of Aerosol Distribution 
to Injection Strategy and Consequences for 
Radiation

Various SAI strategies have been studied with models that 
include aerosol microphysical processes. Different injection 

Figure 6-6. (a) Globally averaged sulfur burden for varying injection rates based on simulations in different models (after Niemei-
er and Timmreck, 2015). M1: results of Niemeier and Timmreck (2015) for injections of SO2 at the equator (5°N, 120°E) at altitudes 
of 19 km and 24 km. M2: injections of SO2 between 5°N and 5°S at an altitude of 20 km and between 30°N and 30°S between 
altitudes of 20 and 25 km (English et al., 2012). M3: same injection method as M2, but results after Pierce et al. (2010). (b) Inter-
nally derived stratospheric instantaneous aerosol radiative forcing (IRF) at the top of the atmosphere scaled per mass of injected 
SO2, based on three GCMs (Niemeier and Schmidt, 2017; Kleinschmitt et al., 2018; Laakso et al., 2022) and one ESM (Tilmes et 
al., 2018a). All models include aerosol microphysical processes. IRF is calculated as the difference between two calls to the mod-
el radiation scheme, one including and one excluding sulfate aerosols, and does not allow the stratosphere to equilibrate to the 
new radiative equilibrium. While IRF is a measure of the change in radiative balance caused by the aerosols, it cannot be directly 
translated into surface temperature changes because it does not include the additional longwave radiation that is retained by a 
warmer stratosphere, which negates part of the cooling produced by aerosol scattering.
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strategies result in different spatial aerosol distributions and parti-
cle sizes and consequently cause different impacts on climate and 
ozone. The following subsections give an overview of the sensi-
tivity of the aerosol distribution to SAI injection strategy using 
GCMs coupled to aerosol microphysical modules and using fixed 
sea surface temperatures (SST). These studies used continuous or 
pulsed injections of a constant mass rate (Tg yr–1) at different alti-
tudes and locations. Consequences for the impact on ozone are 
given in Section 6.3.2 and Table 6-2.

6.2.3.1 Sensitivity to Increasing Injection Rates 
Increasing injection rates result in a sublinear increase of 

the globally averaged sulfate aerosol burden (i.e., diminishing 
returns), as shown in Figure 6-6a. The four models agree quite 
well on the factor of increase (times ~1.8 for a doubling of the in-
jection rate). Comparing the instantaneous radiative forcing (IRF) 
of four different studies shows a much wider spread in the model 
results (Figure 6-6b). The IRF efficiency (forcing gain per injected 
mass unit) ranges between –0.09 and –0.26 W m–2 per Tg SO2 yr–1 
for an injection of 20 Tg SO2 yr–1. The resulting forcing of 20 Tg 
SO2 yr–1 would therefore be between –1.8 and –5.2 W m–2, which 
shows that the forcing produced by a given injected mass of sulfur 
is currently very uncertain. 

The models consistently show that the forcing efficiency 
decreases exponentially with increasing injection rate (Niemeier 
and Timmreck, 2015); e.g., quadrupling the injection of the most 
efficient model from 10 to 40 Tg SO2 yr–1 decreases the forcing per 
unit mass from 0.33 to 0.2 W m–2 per Tg SO2 yr–1. This behavior 
results from the increase in particle size with increasing injection 
rate (Section 6.2.1.1), producing aerosols with a less optimal size 
for scattering sunlight, increased absorption of terrestrial radia-
tion, and a greater sedimentation rate through the tropopause 
and therefore reduced effectiveness (Heckendorn et al., 2009; 
Pierce et al., 2010; English et al., 2012; Niemeier and Timmreck, 
2015). One main reason for the larger differences between aero-
sol forcing and mass is the difference in simulated particle sizes 
in models, as shown by the light blue curves in Figure 6-6a and 

b, simulated with the same GCM, but different microphysical 
parameterizations. Diminishing returns may have important con-
sequences that influence the efficacy of any SAI strategy: to offset 
more forcing, relatively more injected mass is needed, producing 
more heating in the tropical stratosphere with larger impacts on 
stratospheric ozone and climate.

6.2.3.2 Sensitivity to Injection Altitude
Several studies have shown that the cooling efficiency of 

stratospheric aerosols is larger for injections into tropical re-
gions at altitudes well above the tropopause (around 25 km or 
30 hPa in tropical regions) than at lower altitudes closer to the 
tropopause (around 20 km or 75 hPa; e.g., Jones et al., 2017; 
Niemeier and Timmreck, 2015; Tilmes et al., 2017, 2018b). This 
is because injection at higher altitudes prevents the fast removal 
of aerosols and their precursors, and it allow aerosols to reach 
even higher altitudes through the vertical updraft of the BDC. 
For tropical injections, the global sulfate burden increases by 
30–50% when the injection altitude is increased by 5 km (Figure 
6-6a). However, this is not true for all SAI injection strategies such 
as injections outside the tropics (Niemeier and Schmidt, 2017; 
Laakso et al., 2022; see Table 6-1 for altitude dependency), be-
cause the injection location influences the simulated meridional 
distribution of the aerosols, which also depends on the injection 
amount. Injections at higher altitudes may be more efficient in 
terms of radiative forcing but are not necessarily more desirable 
for ozone. High-altitude injections have a larger impact on ozone 
via the catalytic nitrogen cycle, which dominates in the middle 
stratosphere. With lower altitude injections, a more concentrated 
aerosol distribution closer to the tropopause results in stronger 
heating in the tropical stratosphere, with consequences for trans-
port and stratospheric water vapor changes (Tilmes et al., 2018b).

6.2.3.3 Dependency on Injection Latitude for 
Point Injections

The globally averaged sulfur burden is maximized for aerosol 
injections in the inner tropics (i.e. in the vicinity of the equator) 

Figure 6-7. (a) Zonally averaged sulfur burden in two different models for three different injection rates, for runs where SO2 was 
injected continuously into one grid box at the equator (after Niemeier et al., 2020). (b) Zonally averaged sulfate burden in three 
different models with 10 Tg SO2 yr–1 injections employing three different strategies: 2 grid boxes at 30°N and 30°S, a belt be-
tween 30°N and 30°S along the equator (region; after Weisenstein et al., 2022), and at four different grid points: 30°N, 15°N, 
15°S, 30°S (GLENS four-point; after Tilmes et al., 2018a). 
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(Jones et al., 2017; Niemeier and Schmidt, 2017; Tilmes et al., 
2018b; Franke et al., 2021). However, this might not be the op-
timal injection strategy because the tropical confinement of the 
aerosols causes a local burden maximum in the tropics (Figure 
6-7a). Injections outside the inner tropics have been simulated 
in recent studies targeting changes beyond global mean surface 
temperature, including pole-to-equator and inter-hemispher-
ic temperature gradients (e.g., Kravitz et al., 2017). Figure 
6-7b shows results of simultaneous two point-like injections at 
30°N and 30°S of a total of 10 Tg SO2 yr–1 (Franke et al., 2021; 
Weisenstein et al., 2022). The injection outside of the subtropical 

transport barrier reduces the sulfate aerosol transport into the 
tropics and therefore results in a minimum aerosol burden in 
the tropics (Figure 6-7b). The global coverage of the aerosols 
is more homogenous for injections in the outer tropics, and this 
reduces tropical heating of the sulfate aerosols due to less equa-
torial confinement (Kravitz et al., 2019). Consequently, surface 
cooling is spatially more even, and the increase of stratospher-
ic water vapor, as well as the impact on the QBO, are reduced 
(Aquila et al., 2014; Niemeier and Schmidt, 2017; Richter et al., 
2017; Franke et al., 2021).

Table 6-1. Estimates of globally averaged top-of-the-atmosphere sulfate radiative forcing from different studies. The results are 
grouped based on whether the studies focused on responses to injection at specific altitudes, longitudinal areas, or a zonal area, 
the use of regional and point injections, pulsed injections, and the use of stable injections versus a feedback control strategy. Injec-
tion rates refer to the total stratospheric injections per year. 

Study Injection rate
(Tg S yr–1)

W m–2 W m–2 W m–2 Net (SW+LW)
or SW only

Altitude Low (<20km) Middle (~20km) High (>20km)

Kleinschmitt et al., 2018 10 one-lon,  2° N – 0° S –1.5 –1.8 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, sectional aer. model –3.26 –3.29 –3.79 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, modal aer. model –1.75 –1.33 –1.59 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon, 2.8° N to Eq −2.03 −3.02 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon, 30° N to 30° S −1.81 −2.76 Net (SW+LW)

Niemeier and Schmidt, 2017 10 one-lon, 2.8° N to Eq –1.78 –1.92 Net (SW+LW)

Vattioni et al., 2019 1.87 band, 15° N – 15° S, 20 km –0.96 –1.22 SW

Longitudinal area Narrow (<10°) Middle Broad (>50°)

Kleinschmitt et al., 2018 10 one-lon –1.5 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, sectional model –3.81 –3.29 –3.09 Net (SW+LW)

Laakso et al., 2022 5 band, modal model –1.21 –1.33 –1.53 Net (SW+LW)

Niemeier and Timmreck, 2015 10 one-lon −2.03 −2.06 −1.81 Net (SW+LW)

Vattioni et al., 2019 1.87 band –0.96 –0.93 –1.00 SW

Zonal area One-lon Band over 
longitudes

Laakso et al., 2022 5 2° N – 2° S, 21 km, sectional aer. model –4.13 –3.81 Net (SW+LW)

Laakso et al., 2022 5 2° N – 2° S, 21 km, modal aer. model –1.96 –1.21 Net (SW+LW)

Niemeier and Timmreck, 2015 10 2.8° N to 0°, 19 km −2.03 −1.79 Net (SW+LW)

Vattioni et al., 2019 1.87 3.75° N –  3.75° S, 20 km –1.51 –0.96 SW

Regional / point injections (30° S – 30° N, band) / (30° S and 
30° N one-lon)

Region 2-model grid 
points

Weisenstein et al., 2022 5 Model: CESM2(WACCM) –2.4 –2.2 Net (SW+LW)

Weisenstein et al., 2022 5 Model: MAECHAM5-HAM –0.8 –1.1 Net (SW+LW)

Weisenstein et al., 2022 5 Model: SOCOL-AER –1.6 –1.7 Net (SW+LW)

Pulsed Low rate (2 yr–1) High rate (≥6 yr–1) Continuous

Kleinschmitt et al., 2018 10 one-lon,  2° N – 0° S, 17 km –1.6 –1.5 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, sectional model –4.36 –3.58 –3.29 Net (SW+LW)

Laakso et al., 2022 5 band, 10° N – 10° S, modal model –2.08 –1.36 –1.33 Net (SW+LW)

Heckendorn et al., 2009 5 band, 5° N – 5° S, 20 km –1.64 –1.29 –1.06 SW

Vattioni et al., 2019 1.87 10° N –  10° S, 20 km –1.51 –0.96 SW

Stable injections / Feedback-control strategy (GLENS) Region GLENS

( Weisenstein et al., 2022 / 5 30° S – 30° N, band / Feedback-control –2.4 –2.16 Net (SW+LW)

Tilmes et al., 2018b (GLENS) ) 25 30° S – 30° N, band / Feedback-control –7.1 –7.21 Net (SW+LW)
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6.2.3.4 Dependency on Single Points / Regional 
Injections (Area)  

Whether the injection of sulfur is concentrated in one area 
or distributed across different locations plays a crucial role for the 
simulated burden and radiative forcing. Injections into a larger 
region, between 30°S and 30°N and over all longitudes (solid 
lines in Figure 6-7b), still produce a peak in the aerosol column 
burden over the equator, but the peak is smaller than for injec-
tions at one grid point at the equator (Figure 6-7a). Many mod-
els (Heckendorn et al., 2009; Niemeier and Timmreck, 2015; 
Vattioni et al., 2019; Laakso et al., 2022) agree that injections 
into one grid point in the inner tropics result in less coagulation 
and therefore smaller particles than injections into multiple grid 
points, either along the equator (see “zonal area” group of stud-
ies in Table 6-1) or over multiple latitudes toward the extratropics 
(“longitudinal area” group of studies in Table 6-1). This results in 
slower removal (i.e., larger burden) and larger radiative forcing. 
However, the impact of widening the injection area latitudinally 
is not consistent across models, with disagreements on what is 
the most effective approach. This is because of inconsistencies in 
the injection locations among simulations or differences in repre-
senting stratospheric dynamical processes (e.g., the QBO) across 
models. 

6.2.3.5 Dependency of Injection Timing
Studies agree that pulsed injections into the tropics, e.g., 

injections over one month twice a year, result in stronger radiative 
forcing per injected mass than continuous injections (see “pulsed” 
group of model runs in Table 6-1). Continuous sulfur injections 
lead to a continuous formation of sulfuric acid (H2SO4) and a con-
tinuous supply of freshly nucleated small particles (Heckendorn 
et al., 2009). These coagulate with larger particles, leading to the 
quicker formation of large particles and a shift of the aerosol size 
distribution to larger effective radii. Aerosols that grow to larger 
than the optimal optical size (Section 6.2.1.3) scatter sunlight less 
efficiently and are removed faster from the stratosphere owing to 
higher sedimentation rates. Pulsed injections reduce the forma-
tion of freshly nucleated small particles to a short period in time, 
consequently forming an aerosol size distribution with smaller 
effective radii. These processes also explain the higher efficiency 
in terms of radiative forcing per injected mass for single grid point 
injections compared to injections along several longitudes.

 SAI aims to reduce incoming solar radiation, which is the 
largest for overhead sun and is dependent on the length of day. 
Injecting into the region where the sun reaches the zenith can lead 
to stronger radiative forcing at mid-latitudes and weaker radiative 
forcing in the tropics. This may result in a 5–60% stronger global 
mean forcing per emitted mass (Laakso et al., 2017, 2022). Visioni 
et al. (2019) found that injections at 15° latitude in the spring of 
the corresponding hemisphere result in the largest reductions in 
incoming solar radiation per mass injected.

6.2.3.6 Gaseous Versus Particulate Injection
Aerosol mass and size distributions with SAI are also depen-

dent on whether the SAI strategy prescribes the injection of accu-
mulation-mode H2SO4 aerosol or gas-phase SO2 (Vattioni et al., 
2019; Franke et al., 2021; Weisenstein et al., 2022). Increasing 
the rate of SO2 injections increases particle size, which, as noted 
above, decreases stratospheric aerosol lifetime and radiative 

forcing efficiency (Section 6.2.3.1). This problem could be com-
bated by directly injecting optimally sized accumulation-mode 
particles. It has been suggested that if H2SO4 or SO3 (sulfur triox-
ide) vapor are were released into an aircraft wake,  nucleation and 
coagulation in the confined plume would result in a distribution 
of sulfate particles in the accumulation size range (0.05–0.2 μm 
radius; Pierce et al., 2010; Benduhn et al., 2016; Vattioni et al., 
2019). Due to their coarse horizontal resolution, GCMs are not 
able to simulate the rapid initial formation of accumulation-mode 
sulfate particles after the injection of H2SO4 vapor. Therefore, 
in these simulations the injection of H2SO4 is modeled as direct 
injection of SO4 (sulfate) aerosol into the accumulation mode 
(Vattioni et al., 2019). Results from three GCMs consistently show 
a higher aerosol burden and smaller particle sizes for injections of 
accumulation-mode SO4 compared to SO2 considering different 
injection strategies and models (Weisenstein et al., 2022). The 
higher aerosol concentration causes a stronger impact on strato-
spheric dynamics, but less H2SO4 injection would be necessary 
to achieve the same climate impact. All three models show a 
reduced increase in particle size with increased injection rate if 
using accumulation-mode SO4 injections.

6.2.4 Summary of SAI Processes and Model 
Uncertainties

Many processes that determine the effects of SAI on both 
the climate and ozone are often simplified or missing from climate 
models. This includes the coupling of chemistry, aerosols, and 
radiation, as well as aerosol microphysical processes. Simplified, 
and therefore computationally cheaper, aerosol schemes are 
used for centennial simulations in ESMs. A more detailed repre-
sentation of the life cycle of sulfate would require computationally 
expensive sectional microphysical modules. In addition, the grid 
resolution of current global models is far too coarse to simulate 
processes that take place right after an injection from a small pipe 
of an aircraft or other delivery system; instead, injections are as-
sumed to occur uniformly into one model grid box. An additional 
shortcoming is the representation of aerosol-cloud interactions, 
in particular the impact of the injected material on cirrus clouds. 

Besides differences in physical processes, another major 
reason for the disagreement across models in simulated aerosol 
burden and radiative forcing is the different representation of 
large-scale dynamic processes in the stratosphere. For example, 
different horizontal and vertical grid resolutions result in different 
grid-box mean vertical velocities within the models, even without 
SAI. Those differences, in addition to specifics of the aerosol mi-
crophysics schemes in the model, result in different aerosol size 
distributions, which induce different amounts of heating, vertical 
lifting, and sedimentation. Consequently, the models react differ-
ently to the varying injection strategies. 

Despite these uncertainties, the models consistently show 
that increasing injection rates result in diminishing returns for 
both aerosol burden and radiative forcing, as well as an expo-
nential decrease in radiative forcing efficiency. There is also gen-
eral agreement that the global coverage of the aerosols is more 
homogenous for injections outside of the immediate equatorial 
band than for injections close to the equator. Nevertheless, there 
is poor agreement between the models on the amount of sulfur 
needed to achieve cooling of the Earth’s global mean tempera-
ture by 1 °C. This relates both to the SAI-induced radiative forcing 
response in models and to differences in the climate sensitivity of 
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ECMs, which strongly influence the simulated global mean tem-
perature change under climate scenarios without SAI (see also 
Figure 6-1).

6.3 IMPACTS OF SAI USING SULFATE ON 
STRATOSPHERIC OZONE, CHEMISTRY, 
TRANSPORT 

In this section, we assess the relevant processes driving SAI 
impacts on ozone. We identify differences in the impacts of SAI 
(using sulfate, or its precursors) on stratospheric ozone under spe-
cific SAI strategies (Section 6.1.3) as projected in recent climate 
modeling studies. Here, the effects of SAI on stratospheric ozone 
are mostly based on comparisons of simulations with and without 
SAI. 

6.3.1 Effects of SAI on Stratospheric 
Chemistry 

As evidenced from explosive volcanic eruptions (e.g., 
Solomon, 1999), enhancements of the stratospheric sulfate aero-
sol layer from continuous SAI would result in elevated aerosol sur-
face area density (SAD), which directly influences chemical pro-
duction and loss of stratospheric ozone through heterogeneous 
reactions and their impact on catalytic ozone cycles (Figure 6-8, 
middle row). The SAD amounts and geographic distributions 
depend on the details of the injection strategy, including altitude 
above the tropopause, latitudinal injection location, and the sea-
sonality of injections (Section 6.2).

One effect of enhanced stratospheric SAD is increased ni-
trogen pentoxide (N2O5) hydrolysis at the interface of the liquid 
acidic sulfate particles, resulting in the production of nitric acid 
(HNO3): (N2O5 + H2O(aq) → 2 HNO3). HNO3 is a low-reactive ni-
trogen reservoir; therefore, the increase of HNO3 at the expense 
of nitrogen oxides reduces the catalytic ozone loss cycles (Fahey 
et al., 1993). The reactive nitrogen cycle is most important in the 
mid- and upper stratosphere (altitudes above 30 hPa; Figure 6-8, 
top row). The strongest reductions in ozone loss rates based on 
this cycle are therefore simulated for the upper part of the aerosol 
layer (with a peak around 15 hPa in the tropics; e.g., Tilmes et al., 
2017). These effects are present at all latitudes, with the largest 
importance in the tropical and mid-latitude stratosphere. Ozone 
loss rates from the reactive nitrogen cycle are reduced the most 
for high-altitude injection (Figure 6-8, green dashed versus solid 
lines). 

In the lower stratosphere, ozone loss cycles involving the re-
active chlorine (ClOx), bromine (BrOx), and hydrogen (HOx) fami-
lies are most important. An enhanced stratospheric SAD results in 
the activation of halogens from reservoir species such as chlorine 
nitrate (ClONO2) and hydrogen chloride (HCl) to chlorinated spe-
cies such as chlorine (Cl2) and hypochlorous acid (HOCl) via reac-
tions such as ClONO2 + H2O → HOCl + HNO3, ClONO2 + HCl 
→ Cl2 + HNO3, and HOCl + HCl → Cl2 + H2O. In the presence of 
sunlight, Cl2 and HOCl photolyze rapidly to form reactive halogen 
species that drive catalytic ozone-destroying reactions. Reactions 
with nitrogen dioxide (NO2) convert halogen and hydrogen rad-
icals back into reservoir species. Thus, the combined effect of 
activating halogens and reducing NO2 results in increased ozone 
loss via the halogen and HOx catalytic ozone loss cycles as a result 
of increased stratospheric SAD (Drdla and Mueller, 2012). These 

processes are most effective at temperatures lower than 200 K 
and are thus most efficient in the polar regions. 

The ozone loss cycles described above are strongly depen-
dent on the halogen and nitrogen loading in the atmosphere. 
Chlorine and bromine cycles are expected to be reduced with the 
projected future decline in halocarbon atmospheric abundances, 
and hence the role of these cycles in stratospheric ozone loss is 
expected to decrease. On the other hand, nitrous oxide (N2O) 
may become the dominant ozone-depleting substance in the fu-
ture (Ravishankara et al., 2009). The net effect of increased strato-
spheric SAD on the ozone column will depend on the balance of 
decreased net chemical production from hydrogen and halogen 
catalytic cycles versus the increased net chemical production 
from nitrogen oxide catalytic cycles (e.g., Xia et al., 2017). The 
altitude dependence of the importance of these cycles could re-
sult in changes in the vertical distribution of ozone even with small 
overall changes in the ozone column (Heckendorn et al., 2009 
Tilmes et al., 2017). 

Ozone loss cycles involving hydrogen oxide radicals (HOx) 
are important in both the lower and the upper stratosphere. 
Changes in the hydrogen cycles would be influenced not only by 
changes in NOx but also by SAI-induced changes to stratospheric 
water vapor (Richter et al., 2018; Tilmes et al., 2018b; Visioni et 
al., 2021b). This increase occurs due to the warming of the lower 
stratosphere and tropical tropopause layer (TTL) by the aerosols 
(see Section 6.2.2.1) and leads to an increase of HOx ozone loss 
cycles through the reaction H2O + O(1D) → 2OH. A secondary 
pathway for SAI to increase water vapor in the stratosphere is 
through an increase of the stratospheric methane lifetime and 
concentrations due to an increase in the transport of methane in 
the mid-stratosphere due to enhanced upwelling (Visioni et al., 
2017b). Water vapor increases are greater with injections at low 
altitudes than at high altitudes because the former lead to more 
concentrated sulfate mass closer to the tropopause and therefore 
enhanced heating of the tropopause, which leads to reduced 
dehydration in the TTL (Tilmes et al., 2017). Finally, the reactive 
oxygen cycles would also be perturbed in the tropical region due 
to changes in the air temperature from SAI, but this would pro-
duce a minor loss in ozone compared to other cycles. Combined 
net chemical ozone production rates show an increase most pro-
nounced in the mid-stratosphere tropics, and a decrease in the 
lower stratosphere, particularly at high latitudes, as well as in the 
upper stratosphere (Figure 6-8, right middle panel). 

At mid-latitudes, Robrecht et al. (2021) explored the im-
portance of a possible pathway through which increasing water 
vapor in the lowermost stratosphere during the North American 
summer monsoon season may increase ozone loss if conditions 
are cold and moist enough. As SAI would both warm and add 
water vapor to the layer where chlorine activation may happen, 
they found that less than 0.3% of ozone may be depleted through 
that pathway.

6.3.2 Effects of SAI on Ozone Via Changes in 
Stratospheric Dynamics and Transport

6.3.2.1 Large-Scale Impacts
In addition to the direct chemical effects produced by the 

increased SAD, an enhanced sulfate layer would also affect ozone 
through transport changes. These changes are predominantly 
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Figure 6-8. (top row) Chemical loss rates through different ozone loss cycles in two different SO2 injection simulations relative 
to a baseline simulation without SO2 injection. Values are annual averages of values between 30°N and 30°S and for the period 
2042–2049 for a high-altitude injection case—“High (dashed)”—injecting 24 Tg SO2 yr–1 at 30 hPa (~25 km altitude) and a low-al-
titude injection case—“Low (solid)”—injecting 32 Tg SO2 yr–1 at 70 hPa (between 19 and 20 km altitude), with annual injections di-
vided equally between 15°N and 15°S. The three panels show, from left to right, the latitudinal bands 60–90°S, 30°N–30°S, and 
60–90°N. (middle and bottom rows) Differences between the ensemble average of an SAI scenario in the GLENS modeling study 
for the period 2080–2089 and the control (RCP8.5) for the same period for zonally and annually averaged quantities: sulfate 
burden (middle left), aerosol surface area density (middle center), net chemical ozone production rate (middle right), temperature 
(bottom left), water vapor (bottom center), and zonal wind (bottom right). The lapse rate tropopause is indicated as a black line for 
the control and a blue line for the SO2 injection cases. Yellow dots indicate injection locations. [From Tilmes et al., 2021.]
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induced by two processes: the heating of the tropical lower 
stratosphere and the cooling of the surface caused by the re-
duced incoming shortwave radiation. The magnitude of this 
lower-stratospheric heating depends on the sulfate mass and 
therefore the amount of sulfate injected. It is somewhat depen-
dent on the latitudinal aerosol distribution, which is determined 
by the injection strategy (e.g., Richter et al., 2017). For example, 
in simulations using CESM1 (WACCM), equatorial injections have 
been shown to result in larger tropical stratospheric heating 

compared to injections outside the equator (Kravitz et al., 2019), 
and low-altitude injections have been shown to heat the tropo-
pause more than high-altitude injections (Tilmes et al., 2017). The 
effect of SAI on stratospheric temperature anomalies in the tropi-
cal lower stratosphere shows a quasi-linear relationship to aerosol 
optical depth (AOD; Figure 6-9). Models show a large spread 
in the stratospheric warming produced by aerosols: an increased 
optical depth of 0.1 results in a warming of 2.8 ± 1.6 °C (range 
between 0.8 and 4.9 °C for the G6sulfur runs done with GeoMIP 
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models and in runs with CESM1(WACCM) in the GLENS simula-
tions. This translates into an approximate tropical lower-strato-
spheric temperature increase of 4.6 ± 2.7 °C per degree of 
surface cooling achieved through SAI. This range in stratospheric 
warming may arise not only from differences in the simulated size 
distributions but also from different radiative approaches across 
models, as well as from differences in the radiative effects of af-
fected chemical species such as ozone and water vapor (Visioni 
et al., 2021b).

Several robust effects have been identified to result from 
SAI-induced stratospheric heating (Figure 6-9). The updraft 
in the tropics is reduced below the injection locations and in-
creased above the injection locations (Pitari et al., 2014; Tilmes 
et al., 2017; Franke et al., 2021). The reduced updraft of ozone-
poor air from the troposphere below the injection location drives 
an increase in ozone in the lower tropical stratosphere (Tilmes et 
al., 2009). The resulting decrease in the temperature gradient 
between the tropics and mid-latitudes above the subtropical jet 

produces a weakening in the subtropical jets and a weakening 
of the Eliassen-Palm (EP) flux divergence (which is caused by 
changes in large-scale planetary waves) at the top the subtropical 
jets (Tilmes et al., 2017; Franke et al., 2021). These changes are 
expected consequences of a weakening of the Hadley cell and 
a reduction in residual vertical velocity (w⋆) below the injection 
altitude. The simulated increase in momentum deposition in the 
middle and high latitudes is in accordance with the acceleration 
of the BDC and the strengthening of the polar jet streams in winter 
and spring of each hemisphere. A cooler polar vortex is expect-
ed to increase heterogeneous reactions and therefore ozone 
depletion.

The stratospheric heating perturbation and resulting effects 
depend on the horizontal and vertical extent of the aerosol layer 
and on details of the aerosol distribution (e.g., Richter et al., 2017; 
Tilmes et al., 2017). For example, injections at higher altitudes re-
sult in a stronger and cooler polar vortex than injections at lower 
altitudes, but there is a greater increase in horizontal transport 

Figure 6-9. (top) Dependence of strato-
spheric temperature anomalies on an in-
crease in global stratospheric AOD pro-
duced by the injection of sulfate, from 
simulations across different models. For 
all simulations, stratospheric AOD is cal-
culated as a global annual mean, and 
stratospheric temperature anomalies are 
annual means calculated between 20°N 
and 20°S and between 30 and 100 hPa. 
Both values are the difference between 
the SAI experiment and the baseline ex-
periment with the same GHG emissions. 
Circles represent differences between 
the G6sulfur and SSP5-8.5 simulations 
(Visioni et al., 2021a), and triangles rep-
resent differences between the GLENS 
SAI and RCP8.5 simulations (Tilmes et 
al., 2018a). A five-year running mean 
has been applied to the values. (middle) 
Dynamical changes in the stratosphere 
resulting from stratospheric heating. 
(bottom) Changes in ozone produced 
as a direct or indirect consequence of 
stratospheric heating.
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from the tropics to the high latitudes in the low-altitude injection 
case. Furthermore, equatorial injections have been shown to re-
sult in larger tropical stratospheric heating than extra-equatorial 
injections (Kravitz et al., 2019). 

6.3.2.2 Effects on the Quasi-Biennial Oscillation
The heating of the lower stratosphere caused by SAI would 

modify the thermal heat balance and produce a stronger re-
sidual vertical advection of zonal momentum. The changes in 
stratospheric temperature consequently modify zonal winds, 
and this effect weakens the downwelling propagation of winds 
in the Quasi-Biennial Oscillation (QBO) and ultimately lead to a 
prolonged westerly phase of the QBO (Franke et al., 2021). This 
effect would be relevant for ozone, as the QBO phase influences 
the stratospheric transport of chemical species (Niemeier and 
Schmidt, 2017). This mechanism, first theorized by Aquila et al. 
(2014), has been further confirmed in successive studies (Jones 
et al., 2016a; Niemeier et al., 2020; Franke et al., 2021; Jones 
et al., 2021, 2022) for equatorial injections. However, the simu-
lated magnitude of the changes to the QBO period depends on 
the amount of injection, with notable inter-model differences: for 
instance, simulations with CESM1(WACCM) required only 4 Tg 
S yr–1 to lock the QBO in a permanent westerly phase, whereas 
twice as much was needed in simulations with the ECHAM model 
(Niemeier et al., 2020).

A recent assessment of six of the models participating in the 

GeoMIP G6sulfur experiment shows significant variability in the 
fidelity of the representation of the QBO even without SAI pertur-
bations. It also shows a large model range in the amount of SO2 
injection  at which the QBO phase becomes locked in a perma-
nent westerly phase (Jones et al., 2022). The impact of equatorial 
injections of stratospheric aerosols is strongly dependent on the 
degree of aerosol absorption and hence stratospheric heating 
rates (Jones et al., 2016a; Haywood et al., 2022). However, for in-
jections poleward of the inner tropics, which results in  less local-
ized tropical stratospheric heating, multiple models have simulat-
ed minor or no disruption of the QBO phase (Richter et al., 2017, 
2018; Kravitz et al., 2019; Franke et al., 2021). Inter-model differ-
ences in the projections of the QBO behavior therefore strongly 
depend on model specifics: increasing the model vertical and 
horizontal resolution results in stronger tropical confinement of 
air masses, which impacts the simulated QBO phase (Niemeier 
et al., 2020). In addition, differences in the description of chem-
istry matters. SAI simulations with interactive ozone result in re-
duced stratospheric ozone production compared to simulations 
with fixed ozone. The resulting differences in the longwave and 
shortwave heating impact the QBO differently, which is assumed 
to be the reason for mainly westerly jets in a simulation with fixed 
ozone, and easterly jets in a simulation with interactive ozone 
(Richter et al., 2017; Franke et al., 2021). Changes in the QBO 
can also impact the transport of ozone, as a westerly phase of the 
QBO is associated with increased tropical confinement of air in 
the stratosphere (Niemeier and Schmidt, 2017). The importance 

Injection Details Summary of Findings Implications for Ozone

Sensitivity to increasing 
injection rates

Increasing sulfur dioxide (SO2) injection rates lead to a sublin-
ear increase of the aerosol burden due to the microphysical 
growth of the resulting aerosol particles. Dynamical changes 
from differences in stratospheric heating also contribute to 
nonlinear changes in transport (Kravitz et al., 2019).

Small injections are more efficient at increasing SAD than larger ones and 
therefore have a relatively stronger impact on ozone. The start of SAI can lead 
to an abrupt decrease in Southern Hemisphere (SH) polar ozone (Tilmes et al., 
2021). Larger injections increase aerosol size and the heating of the tropical 
lower stratosphere and induce stronger effects on dynamics.

Sensitivity to injection 
altitudes

Injections at higher altitudes in general result in a higher 
aerosol burden and are therefore more efficient in terms of 
producing surface cooling. Lower-altitude applications may 
require significantly more mass to be injected. However, in 
some cases additional factors may cause the opposite result 
(see Table 6-1).

Injections at lower altitudes within the stratosphere result in stronger strato-
spheric heating and a greater water vapor increase than high-altitude injec-
tions. Transport changes from the equator to the poles are stronger for low-alti-
tude injection cases, resulting in an increase of ozone in high latitudes in winter 
(Tilmes et al., 2017, 2021).

Sensitivity to single versus 
multiple injection points  

Longitudinal band injections result in larger particles and re-
duce the aerosol burden and therefore the efficiency of SAI 
compared to point injections (Section 6.2.3.4). Effects on 
aerosol burden of distributing the injection across a broader 
latitudinal area are mixed across models.

Smaller particles with point injections result in larger SAD with stronger ozone 
depletion compared to regional or longitudinal band injections. However, oth-
er factors, including changes in aerosol mass and resulting dynamical changes, 
can result in an increase in ozone, which is model dependent and can also de-
pend on the injection material (Figure 6-11).

Sensitivity to the injection 
latitude

Injections in the tropics, but away from the equator (i.e., 
15°N/S) have higher forcing efficiency than injections at the 
equator and can result in more spatially uniform surface cool-
ing and fewer side effects. 

Equatorial injections lead to enhanced stratospheric heating and therefore 
a greater water vapor increase and a stronger SH polar vortex (Visioni et al., 
2020b). This results in larger polar ozone depletion than for injections away 
from the equator (Tilmes et al., 2021). 

Gaseous versus particu-
late injection

Sulfuric acid (H2SO4) injections increase the radiative effica-
cy, defined as the radiative forcing per unit of sulfur injection, 
relative to SO2 injection. This is due to the production of 
smaller particles that scatter light more efficiently and have 
a longer lifetime.

H2SO4 injections lead to a very similar pattern of ozone impact as SO2 injec-
tions. However, ozone depletion is 10–20% greater using H2SO4 due to larger 
sulfate aerosol burdens, smaller mean particle size, and consequently larger 
SAD throughout the stratosphere (Weisenstein et al., 2022). The need for a 
smaller injection mass to obtain a similar amount of radiative forcing may off-
set this, which means that for a given forcing, the two may have similar ozone 
impacts.

Sensitivity to injection 
timing

Pulse injections or selected seasonal injections improve the 
efficiency of SO2 injections. 

An increased SAD burden during spring would result in larger ozone depletion 
at high latitudes. On the other hand, the need for a smaller injected mass to 
obtain a similar amount of radiative forcing results in fewer changes to ozone 
(Visioni et al., 2019; Visioni et al., 2020a). The start date of SAI matters for 
ozone, due to the projected changes in the halogen and nitrogen content in 
the future, which influence ozone loss.

Table 6-2. Summary of different injection parameters that affect ozone changes in the stratosphere. All rows except the first discuss 
differences based on the injection of the same quantity of material.
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Figure 6-10. (top) Ozone concentration changes due to a reduction of the solar constant required to reduce the global, annual 
average surface temperature from that in the RCP8.5 scenario in the 2070–2090 period to that in the 2010–2030 period. (mid-
dle) Ozone concentration changes due to a reduction of the solar constant and an imposed stratospheric heating equivalent to 
that which would be produced by the aerosols in the simulations shown in the bottom panel. (bottom) Ozone concentration 
changes due to an increase in stratospheric sulfate aerosols at a concentration required to reduce the global, annual average 
surface temperature from that under the RCP8.5 scenario in the 2070–2090 period to that in the 2010–2030 period. The dashed 
black lines represent the tropopause height in RCP8.5 (2070–2090), and the continuous black lines represent the tropopause 
height in the geoengineering experiment. Hatched areas indicate regions where the differences are not statistically different 
from zero. [Adapted from Visioni et al., 2021b.]

of these effects depends on specifics of the injection locations 
and the potential breakdown of the QBO (Jones et al., 2022).

6.3.3 Combined Effects of Chemistry and 
Dynamical Changes with SAI on Stratospheric 
Ozone

Combined changes in chemical production rates, vertical 
and horizontal transport, and circulation influence the overall 
changes of stratospheric ozone concentration and therefore total 

column ozone (TCO). As outlined above and in Sections 6.2.1 and 
6.2.2, changes in transport are more strongly influenced by the 
spatial distribution of sulfate mass, while chemical changes are 
more strongly influenced by the distribution of aerosol surface 
area density. Both depend on the details of the injection strategy 
and may scale differently (for instance, depending on latitude) 
with the injection amount (Section 6.2). In general, in the SH 
polar regions, ozone is largely controlled by chemical changes, 
particularly during winter and spring, resulting in reductions in 
ozone. Chemical changes are also important in the upper tropical 
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stratosphere and mid-latitudes as a result of the reduced reactive 
nitrogen cycle.

Contrasting ozone changes across simulations that include 
different processes reveal the importance of the effects of sulfate 
aerosols on chemistry and transport. In Figure 6-10, changes 
in ozone are contrasted in three different model experiments. 
The first experiment is a simulation with solar dimming only (top 
panel), the second includes solar dimming and an imposed 
stratospheric heating effect by sulfate aerosols but does not in-
clude other effects of the aerosols (middle panel), and the third 
simulates the addition of sulfate aerosols and therefore includes 
both the heating and chemical effects of the aerosols (bottom 
panel; Visioni et al., 2021b). These experiments are compared 
to control simulations without perturbation. Simulations of solar 
dimming show a limited effect on annually averaged ozone 
concentrations, with some increase in ozone due to the cooling 
produced by the reduced solar constant. In the simulations rep-
resenting aerosol effects, shifts in the aerosol distribution to one 
hemisphere (e.g., in the Northern Hemisphere, in the example 
in Figure 6-10) result in an uneven interhemispheric change in 
ozone. Heating-induced transport changes are most important 
in the tropics and the lowermost stratosphere outside the polar 
vortex. An increase in ozone in the lower tropical stratosphere is 
the result of reduced upwelling below the injections and is due 
to cooler temperatures in the troposphere. A decrease in ozone 
in the middle stratosphere is a result of stronger upwelling above 
the injection locations. Furthermore, increases in ozone at mid- to 
high latitudes are the result of stronger horizontal exchange to-
ward the poles. In summary, the changes in ozone concentration 
depend strongly on the region (latitude) and season and result 
from both chemical and dynamical influences of increased strato-
spheric aerosols with SAI.

6.3.4 Response of Ozone to Different SAI 
Injection Strategies

Ozone concentration changes discussed in Section 6.3.3 are 
shown for one specific injection strategy. However, details of the 

magnitude of the changes in chemistry and transport depend also 
on the specifics of the injection strategy and therefore the details 
of the simulated aerosol distribution (Section 6.2.3). A summary of 
the relationship between specifics of the injection strategy and re-
sponses to ozone concentrations based on single model studies 
is presented in Table 6-2.

Simulated ozone responses to SAI can vary with both injec-
tion strategy and model (Weisenstein et al., 2022). Responses to 
SAI are isolated by using fixed sea surface temperatures (averaged 
over 1988–2007) and fixed greenhouse gases and chlorofluoro-
carbons (from 2040) in all model experiments shown in Figure 
6-11. Here, the same injection strategies are applied in two mod-
els, including simulations that injected sulfur at two grid points 
(30°N and 30°S) and at 20 km altitude, simulations that injected 
in a region (multiple grid points) between 30°N and 30°S and 
between 19 and 21 km altitude, and simulations that injected sul-
fur in the form of SO2 or as accumulation-mode H2SO4 aerosols. 
All the simulations indicate a consistent response of TCO to SAI, 
with less TCO reduction in the tropics and more TCO reduction 
in mid- to high latitudes for two-point injections versus regional 
injections. A stronger TCO reduction occurs if using H2SO4 versus 
SO2 injections due to a larger resulting sulfate aerosol burden. 
However, some differences between the SAI response on TCO 
occur, with the largest disagreement at high latitudes.

6.4 SCENARIO DEPENDENCIES OF SAI ON 
TOTAL COLUMN OZONE AND OTHER SIDE 
EFFECTS AND RISKS

The impact of stratospheric aerosol injection (SAI) on total 
column ozone (TCO) in an SAI scenario is the result of changes in 
both heterogeneous chemistry (through changes in surface area 
density [SAD]) and dynamics (including transport, temperature, 
and water vapor changes; Section 6.3). A strong dependency 
of reductions in TCO and SAD exists during the Antarctic ozone 
hole season, which is strongly chemically controlled (Tilmes et 
al., 2020). However, changes in SAD are nonlinearly dependent 

Figure 6-11. Simulated changes in stratospheric total column ozone from simulations in two models (CESM2(WACCM) and SO-
COL-AER) with different aerosol microphysics and horizontal and vertical resolutions. Results are shown for different injection 
materials (gaseous SO2 [left] and accumulation mode AM-H2SO4 [right]) and injection locations (two-point, 30°N and 30°S, 20 
km altitude; regional, from 30°N to 30°S, 19–21 km altitude). [From Weisenstein et al., 2022.]
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on the sulfur injection amount. The initial commencement of in-
jections produces smaller aerosol diameters and thus relatively 
larger SAD per unit of mass than those from continued and larger 
injections (Section 6.2). The impact of changes in SAD on TCO 
also differs with region and season and is dependent on the asso-
ciated emissions scenarios, because their effects depend on the 
concentrations of halogens, nitrous oxide, methane, and other 
constituents (Chapter 7). For example, declining stratospheric 
halogens in a model simulation with fixed annual amounts of sul-
fur injected between 2020 and 2070 lead to a decline in global 
TCO depletion during the 50 years of the experiment (Pitari et al., 
2014; Xia et al., 2017). 

While global and annually averaged changes in TCO per 
SAI injection amount for simulated future scenarios have been 
reported (e.g., Pitari et al., 2014; Weisenstein et al., 2015; Xia et 
al., 2017), simple measures do not reflect large seasonal and lati-
tudinal ozone changes that can cancel each other out if averaged 
annually and globally. It is therefore more meaningful to report 

TCO changes with SAI as a function of season and for different 
regions, as done here.

Finally, conclusions on whether side effects may outweigh 
benefits under future SAI scenarios cannot be drawn by isolat-
ing any one aspect of the impacts of SAI (e.g., on stratospheric 
ozone). A more holistic assessment of the major benefits, impacts, 
and risks of different SAI implementation scenarios and strategies 
beyond their impact on stratospheric ozone is therefore required 
and assessed in Section 6.4.2.

6.4.1 SAI Response of Total Column Ozone in 
Different 21st-Century Scenarios

We assess the impacts of SAI on TCO using three SAI sce-
narios (peakshaving, strong SAI, and medium SAI; Section 6.1.3.1) 
based on recent modeling studies that include interactive aero-
sols and chemistry in the stratosphere. Simulations following the 
peakshaving and strong SAI scenarios (Tilmes et al., 2020) are 

Peakshaving 
(Four-Point)  

Minus Baseline 
(DU)

Strong SAI  
(Four-Point) 

Minus Baseline 
(DU)

Medium SAI 
(EQ) 

Minus Baseline 
(DU)

Peakshaving 
(Four-Point) 

Minus Baseline 
(DU)

Strong SAI 
(Four-Point) 

Minus Baseline 
(DU)

Medium SAI 
(EQ) 

Minus Baseline 
(DU)

2030–2039
0.5 °C cooling

2030–2039
0.5 °C cooling

2030–2039
0.2 °C cooling

2080–2099
1.5 °C cooling

2080–2099
~4 °C cooling

2080–2099
1.8 °C cooling

SH Pole (October)

WACCM (RCP) –64 ± 10 –61 ± 10

WACCM6 (SSP) –52 ± 13 –52 ± 13 –17 ± 9 –7 ± 13 –48 ± 10 –31 ± 4

CNRM-ESM2-1 –1 ± 8 –17 ± 10

UKESM1-0-LL 1 ± 4 –8 ± 4

NH Pole (March)

WACCM (RCP) –22 ± 21 4 ± 20

WACCM6 (SSP) –13 ± 10 –13 ± 10 2 ± 9 3 ± 20 –8 ± 21 6 ± 7

CNRM-ESM2-1 (–22 ± 14)* 7 ± 21

UKESM1-0-LL –5 ± 18 7 ± 9

Mid-latitudes (NH January)

WACCM (RCP) –7 ± 4 14 ± 8

WACCM6 (SSP) 1 ± 7 1 ± 7 4 ± 2 0 ± 7 6 ± 11 16 ± 6

CNRM-ESM2-1 0 ± 1  18 ± 3

UKESM1-0-LLl –1 ± 2  14 ± 4

Tropics

WACCM (RCP) –1 ± 2 9 ± 2

WACCM6 (SSP) –1 ± 2 –1 ± 2 1 ± 1 4 ± 1 8 ± 2 4 ± 1

CNRM-ESM2-1 0 ± 1   2 ± 1

UKESM1-0-LL –1 ± 2 –3 ± 1

*This value is not shown in Figure 6-12 because changes in TCO in this simulation are not due to injections of sulfur, which started around 2040 in this model (for more 
details, see Tilmes et al., 2022).

Table 6-3. Change in total column ozone between future scenarios with SAI and without SAI between the periods 2030–2039 and 
2080–2099 for different sets of model experiments (see text for more information). Ranges given are the standard deviation of the 
ensemble/multi-model mean annual value for the selected 10 years and for different regions and seasons: tropics (20°N–20°S), 
January averages for NH mid-latitudes (40–60°N), and polar latitudes over the NH (60–90°N) in March and over the SH (60–90°S) 
in October. “EQ” represents equatorial injections and “Four Point” refers to four-point injections. Bold numbers indicate significant 
changes in TCO.
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performed with CESM2(WACCM6) using four-point injections 
at ~5 km above the tropopause with SSP5-8.5 and SSP5-3.4OS 
as the baseline scenarios. The strong SAI scenario has also been 
performed with CESM1(WACCM) as part of GLENS using the 
RCP8.5 baseline scenario. In both cases, injection rates per loca-
tion were determined using a feedback control algorithm (Box 
6-2). For the medium SAI scenario, we assess multi-model results 
based on three Earth system models (ESMs). The different ESMs 
used a similar injection strategy in a region around the equator, 
with one model (CESM2(WACCM6)) injecting at 5 km above the 
tropopause and the other two models (CNRM-ESM2-1, UKESM1-
0-LL) at 1 km above the tropopause (Visioni et al., 2021a; Tilmes 
et al., 2022) but only two (CESM2(WACCM6) and UKESM1-0-LL) 
included interactive stratosphere aerosols, and one (CNRM-
ESM2-1) used prescribed aerosol radiative properties. While 
there are additional differences in the specifics of the models, 
including chemistry and physics, some robust conclusions on the 
effects of SAI on TCO can be drawn, as summarized in Table 6-3 
and Figure 6-12. 

For comparisons of the different experiments (and models), 
four selected cases (regions and seasons) of interest are de-
fined: the tropics (20°N–20°S), January averages for Northern 

Hemisphere (NH) mid-latitudes (40–60°N), and polar lati-
tudes over the NH (60–90°N) in March and over the Southern 
Hemisphere (SH) (60–90°S) in October. Table 6-3 and Figure 
6-12 show differences in TCO for these cases in comparison to 
their respective baseline scenarios during the same period. Since 
changes are not linear with time, we illustrate different time peri-
ods: one in the near future (2030–2039 average) and one toward 
the end of the 21st century (2080–2099 average). To contrast dif-
ferences in TCO evolution for the peakshaving and the strong SAI 
scenarios, we illustrate the TCO evolution (Figure 6-13) and dif-
ferences with and without SAI (Figure 6-14) for the same model 
version CESM2(WACCM6) and the same injection strategy. 
Differences between three models for the medium SAI scenario 
are illustrated in Figure 6-15.

6.4.1.1 Changes in SH Spring Polar TCO
In the polar regions, particularly during austral winter and 

spring, chemical ozone depletion is the dominant process, while 
transport is important for ozone impacts in other seasons. In ad-
dition, changes in the strength of the polar vortex and resulting 
cooler temperatures can play an important role in the effects 
of SAI on column ozone (Section 6.3). The magnitude of ozone 

Figure 6-12. Bar chart of the TCO changes given in Table 6-3.
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depletion is therefore strongly driven by the abundance of halo-
gens in the stratosphere and changes in SAD. This can be seen 
in two features of past ozone trends: After 1980, Antarctic TCO 
exhibited a strong decline of over 80 DU (consistent with Figure 
4-4), driven by increasing halogen concentrations. After the 
Mount Pinatubo eruption in 1991, and the associated increase in 
aerosol SAD, ozone decreased by a further 40–60 DU within the 
next five years (Figure 6-13, left top).

The reduction of the stratospheric halogen burden and 
changes in SAD also play a role in the projected future impacts 
under the peakshaving, medium and strong SAI scenarios. The 
gradual phasing in of sulfur injections in all three scenarios increas-
es SAD quickly during the first 10 years, then moderately thereaf-
ter. This leads to a rather abrupt initial deepening of the Antarctic 
ozone hole, which is stronger under the peakshaving and strong 
SAI scenarios (following the same scenario until 2040) than under 

Figure 6-13. Simulated impacts on TCO in different latitude bands and seasons (rows), relative to the 2015–2025 TCO average, 
for the past (historical; left column) and projected for the peakshaving (middle column) and strong (right column) SAI scenarios. 
The ensemble means are shown for the baseline scenario (black) with standard deviation (gray shading) and for the SAI experi-
ments (blue) with the standard deviation (light blue shading) based on simulations with CESM2(WACCM6) using SSP5-3.4-OS 
and SSP5-8.5 for the baseline scenarios, against which the peakshaving and strong SAI scenarios are compared, respectively. 
Black horizontal lines indicate the 2020 values and gray lines the 1980 values, based on the model simulations. In the historical 
TCO panels, a three-year running mean has been applied to the TCO observations from the Solar Backscatter Ultraviolet (SBUV) 
Merged Ozone Data Set (Frith et al., 2017; purple symbols) to facilitate comparison with the ensemble mean of the control sim-
ulation. 
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Figure 6-14. Ensemble mean differences in TCO between simulations that include SAI (in the peakshaving [orange] and strong 
[black] SAI scenarios) and TCO in the baseline simulation (no SAI), for different regions and seasons (different panels), as shown in 
Figure 6-13. A running mean of three years has been applied to the differences. 

the medium SAI scenario (Figures 6-14 and 6-15). In the SH aus-
tral spring, for the peakshaving and strong SAI scenarios the initial 
ramp-up of the injections to cool 0.5 °C in 20 years leads to ozone 
depletion in 2030–2039 of 52 ± 13 DU in the CESM2(WACCM6) 
simulations and 64 ± 10 DU in the CESM1(WACCM) simulations. 
This results in an average depletion of 58 ± 20 DU, when account-
ing for additional uncertainties driven by the injection strategy 
(see below).  Here, SAI is simulated to start in 2020, and the re-
sulting TCO depletion in this early period is nearly as strong as 
was observed during the historic period with the deepest ozone 
holes. Injections in later years are likely to have a smaller effect 
because of the expected decline in the stratospheric halogen 
burden with time (see Chapter 7 and Figure 7-7).

Reductions in TCO in SH austral spring are less strong for 
the medium SAI scenario because of a smaller required cool-
ing in this experiment of about 0.2 °C for the first 20 years and 
smaller required SAI injections compared to the peakshaving 
and strong scenarios (Figure 6-15). The decline in TCO over SH 
Antarctic spring between 2030 and 2039 is only present in the 
CESM2(WACCM6) simulations (17 ± 9 DU ozone loss). The other 
two models did not require significant sulfur injection during the 
period 2030–2039 in this scenario and therefore did not show 
any ozone loss (see Tilmes et al., 2022, for more details).  

Toward the end of the 21st century (2080–2099), the SH 
Antarctic spring TCO changes differ significantly between the 
three scenarios. For the peakshaving scenario, simulated SH 
polar TCO is reduced by only 7 ± 13 DU compared to the base-
line. For this scenario, the recovery of the ozone hole is therefore 
expected to happen before the end of the 21st century. The strong 

SAI scenario assumes continuously increasing annual sulfur in-
jection rates toward the end of the 21st century and decreasing 
stratospheric halogen content; the net result is that reductions 
in SH polar TCO are essentially the same in 2080–2099 for 
the two model versions (61 ± 10 DU and 48 ± 10) as they are in 
2030–2039 (64 ± 10 DU and 52 ± 13 DU; Table 6.3 and Figure 
6-12). This results in a delay of the ozone recovery, which can 
vary from 25 to over 55 years depending on the injection strategy 
(latitude and altitude of injections, as discussed in Tilmes et al., 
2021).  For the medium SAI scenario, the stronger increase in in-
jected mass toward the end of the century leads to increasing SH 
Antarctic spring ozone loss of up to 31 ± 4 DU in 2080–2099 in 
the CESM2(WACCM6) simulations and between 8 and 17 DU for 
simulations with the other models.

The results presented in this section are specific to the injec-
tion strategy used. Larger ozone loss up to 20 DU has been simu-
lated for equatorial injections (Tilmes et al., 2021). This is because 
equatorial injections result in a more pronounced strengthening 
of the polar vortex and cooler vortex temperatures, as well as 
strongly enhanced stratospheric water vapor compared to four-
point injections outside the equator. Furthermore, the smallest 
reductions in TCO during Antarctic spring (up to 20 DU) are ex-
pected for low-altitude injections, at around 20 km (Tilmes et al., 
2021). Injections of sulfur at lower altitudes result in a shallower 
aerosol distribution than high-altitude injections, and aerosol 
that is more concentrated towards the tropopause. This results in 
changes in the importance of different ozone loss cycles, while 
the resulting increase in stratospheric water vapor increases 
HOx-driven ozone loss cycles. Furthermore, the more-confined 
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Figure 6-15. Differences between the ensemble mean of simulated total column ozone between 2020 and 2100 in the medium 
SAI scenario and in the baseline simulation (SSP5-8.5 with no SAI), for runs using the three different models (colored lines) and for 
four different seasons and regions (different panels). [From Tilmes et al., 2022.]

heating at the tropical tropopause in the low-altitude injection 
simulation induces a stronger transport of ozone toward mid- and 
high latitudes, which counters the larger reduction of net chemi-
cal ozone production rates.

6.4.1.2 Changes in NH Spring Polar Total 
Column Ozone

The strength and temperature of the Arctic polar vortex var-
ies strongly from year to year. For the NH polar region in March, 
cooler winters can result in a stronger reduction in TCO in the 
polar vortex with increased SAD, relative to that in warmer win-
ters (Tilmes et al., 2008). Changes in TCO in the NH polar region 
are therefore more strongly driven by transport changes than 
are changes in TCO at SH high latitudes. NH polar spring TCO 
reductions reached 50 DU between 1990 and 2000 based on 
observations using a three-year running mean. This is comparable 
to the ensemble mean of the model simulations (Figure 6-13). 
The large variability of Arctic ozone loss depending on the me-
teorological situation is not reflected in the monthly-mean zon-
al-average analyses. Much smaller reductions in NH polar spring 
TCO are projected for 2030–2039 in the three SAI scenarios 
considered here, with reductions of 13 ± 10 DU and 22 ± 21 DU 
in the peakshaving and strong SAI scenarios (where ranges reflect 
differences across model versions), for both the peakshaving and 
strong SAI scenarios (Table 6-3 and Figure 6-12). TCO changes 
in the medium SAI scenario relative to the baseline scenario vary 

in the sign and so are not significant (Tilmes et al., 2022). Toward 
the end of the century, changes in TCO are not statistically signifi-
cant for any of the three SAI scenarios. As for the historical period, 
ensemble means of monthly and zonally averaged TCO values 
over 63–90°N, as are shown here, do not reflect chemical chang-
es during very cold or warm Arctic winters and therefore may lead 
to an underestimation of regional TCO changes. A more detailed 
investigation of TCO within the polar vortex over the Arctic on an 
annual basis has not been performed at this point. 

6.4.1.3 Changes in Total Column Ozone at NH 
Winter Mid-latitudes

NH mid-latitude winter TCO declined by around 10–20 DU 
between 1980 and the 1990–2000 period in both the observa-
tions and in the model simulations (Figure 6-13). After the year 
2000, the model simulates an increase in TCO, reaching amounts 
close to 1980 values around 2020. Later in the 21st century, with 
a strong future warming scenario the model simulates a super-re-
covery of ozone at mid- to high latitudes during NH winter due 
to stratospheric cooling and GHG-induced increases in down-
welling of the Brewer-Dobson circulation (BDC; Butler et al., 
2016). With SAI, simulations indicate that the lower-stratospheric 
heating and the resulting acceleration of the BDC can result in an 
additional increase in stratospheric ozone and other stratospheric 
trace species, such as nitrous oxide (N2O), chlorofluorocarbons 
(CFCs), and methane (CH4), particularly in the winter and spring of 
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the corresponding hemisphere (Visioni et al., 2017b; Tilmes et al., 
2017). These changes produce a mixed chemical response, with 
a reduction in the net chemical production of ozone in the low-
ermost stratosphere and the upper stratosphere and an increase 
in the mid-stratosphere due to the reduced reactive nitrogen 
cycle. Depending on the injection location, the largest change 
in mid-latitude ozone with SAI was simulated to occur between 
40°N and 60°N in January (Tilmes et al., 2018b).

Changes in the first 20 years of the SAI applications in NH 
winter mid-latitudes in January are, for the most part, not signifi-
cant. Toward the end of the 21st century, 2080–2099, the strong 
SAI scenario simulated using CESM2(WACCM6) and the medium 
SAI scenario simulated using all three models produce a signif-
icant increase in TCO, of between 14 and 18 DU (Tilmes et al., 
2022). Considering different strategies for the strong SAI scenar-
io, the largest and earliest simulated increase in TCO compared 
to baseline conditions was found for the equatorial injections 
(Tilmes et al., 2021).

6.4.1.4 Changes in Total Column Ozone in the 
Tropics

In the tropics, TCO declined from 1980 values between 
1990 and 2000, with a maximum reduction of around 5 DU, and 
increased again thereafter to reach 1980 values around 2020. 
Future scenarios without SAI show either a decline or an increase 
in tropical TCO depending on the scenario (Keeble et al., 2021). 
Changes in TCO in the tropics with SAI result from a combination 
of increases and decreases in ozone concentration at different 
altitudes, depending on the chemical and dynamical changes 
(Section 6.3). In the earlier years of simulated SAI implementation 
(2030–2039), none of the three selected SAI scenarios indicate 
significant changes in tropical TCO. However, toward the end of 
the 21st century, significant increases in TCO are simulated for the 
peakshaving (4 ± 1 DU) and strong (9 ± 2 DU) SAI scenarios. The 
three different models used for the medium SAI scenario show 
a mixed signal, leading to no changes in the multi-model mean 
tropical TCO. Increases in ozone in the tropical mid-stratosphere 
are more pronounced with increasing injection amounts, while 
chemical reductions due to the HOx and ClOx cycles are more 
pronounced during the beginning of the injections. The largest 
increase in TCO is projected for a high-altitude injection case, 
consistent with an aerosol distribution that reaches higher in al-
titude and therefore has a larger chemical production of ozone 
through the nitrogen cycle (Tilmes et al., 2021).

6.4.2 Other Impacts and Risks Based on 
Different SAI Scenarios

The intended benefits expected from SAI are the reduction 
or stabilization of global and regional surface temperatures and, 
consequently, a reduction in climate change impacts. Model sim-
ulations uniformly demonstrate that solar dimming reduces glob-
al mean temperatures and therefore can counter surface warming 
under a range of different future scenarios (Figure 6-16; e.g., 
Govindasamy and Caldeira, 2000; Kravitz et al., 2013, 2021). 
Depending on the strategies used to reach specific surface tem-
perature targets (Box 6-2), the benefits of SAI-induced cooling 
include reducing changes in extreme heat and rainfall events 
(Curry et al., 2014; Muthyala et al., 2018a, 2018b; Bhowmick et 
al., 2021). The reduction in extreme precipitation with SAI (Ji et 
al., 2018) has been shown to result in reductions in flood risks in 

most of the regions of the globe (Wei et al., 2018). Other benefits 
include the recovery of sea ice (Jones et al., 2018; Kravitz, 2020), 
and land ice area (by maintaining the ice sheet surface mass bal-
ance; Tilmes et al., 2020); an increase in ocean net primary pro-
ductivity (Tilmes et al., 2020); and a decrease in the frequency 
of extreme storms in the North Atlantic and heatwaves in Europe 
(Jones et al., 2018). 

In addition to these benefits, there are various unintended 
side effects (e.g., Robock et al., 2008a; Robock et al., 2020) be-
yond changes in ozone (Sections 6.3 and 6.4.1). Some of these 
side effects increase with SAI amount, including an overcompen-
sating reduction in global precipitation compared to the baseline 
scenarios with increasing greenhouse gas warming. We note 
that global precipitation is only one measure for changes in the 
hydrological cycle, and other measures including evaporation 
and soil moisture should also be considered for detailed climate 
impact assessments. Figure 6-16 shows the effects of applying 
SAI to different future scenarios with the objective of maintaining 
temperatures at or below 1.5 °C above preindustrial conditions, 
based on GHG scenarios ranging from strong mitigation to mod-
erate mitigation, delayed mitigation, and no mitigation (Jones et 
al., 2018; Tilmes et al., 2020). The strongest reductions in global 
mean precipitation were simulated for the no-mitigation scenario 
coupled with strong SAI, while no significant precipitation chang-
es occurred in the simulations where there is strong mitigation of 
GHG emissions and only a small amount of SAI is needed to keep 
temperatures from rising above the 1.5 °C limit (Figure 6-16). 
There are also various other plausible future SAI scenarios that 
have been discussed in the literature but are not discussed here. 
Other risks, including the termination effect (see below), also 
strongly increase with injection amount and therefore the cool-
ing amount imposed with SAI. Other side effects, such as ocean 
acidification and impacts on land primary productivity, strongly 
depend on the GHG emissions scenario, while the selected SAI 
scenario affects these measures only to a small degree.

In the following, we give a brief overview of other side ef-
fects and risks beyond the effects on ozone. The list below is not 
intended to be comprehensive or exhaustive, as there are other 
risks and consequences besides those detailed here that are be-
yond the scope of this assessment. 

The following are side effects of significant (climate chang-
ing) solar radiation modification (SRM) that are independent of 
the SRM strategy or approach that would be used (e.g., strato-
spheric aerosol injection, marine cloud brightening, or cirrus 
cloud thinning). These risks scale with the amount of SRM applied 
and hence depend on the specifics of the SRM scenario.

• Termination risk: If any significant SRM application was sud-
denly terminated, the Earth’s climate would rebound to the 
baseline climate within a matter of years, and this could result 
in unprecedented rates of climate change (e.g., Jones et al., 
2013). This could have severe consequences, such as warm-
ing rates beyond the adaptive capacity of vulnerable ecosys-
tems (Trisos et al., 2018). However, a slower ramp-down or a 
continuation of SRM shortly after a sudden termination could 
potentially prevent these effects (Parker and Irvine, 2018).

• Risks of uneven inter-hemispheric SRM applications: 
SRM, if applied largely unevenly to the two hemispheres or ap-
plied in only one hemisphere, would introduce an inter-hemi-
spheric cooling gradient across the equator. The resulting 
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cross-equatorial energy and moisture transport (Hwang and 
Frierson, 2013; Stephens et al., 2016; Hawcroft et al., 2017) 
would shift the intertropical convergence zone (ITCZ) toward 
the (relatively) warmer hemisphere and therefore change the 
rainfall pattern (e.g., Caldeira and Wood, 2008; Robock et 
al., 2008b; Haywood et al., 2013; Jones et al., 2017). Such 
impacts have been observed after high-latitude explosive vol-
canic eruptions that preferentially load the stratosphere in one 
hemisphere (e.g., Oman et al., 2006; Jones et al., 2017).

• Ocean acidification: Ocean acidification, which is induced 
by high CO2 concentrations, cannot be mitigated significantly 
by SRM (Matthews and Turner, 2009). Coral bleaching, which 
is more strongly dependent on ocean temperatures than on 
ocean acidity, does appear to be somewhat mitigated by SRM 
(Kwiatkowski et al., 2015). 

• Sea level rise: Stabilizing global mean temperature through 
SRM would substantially reduce sea level rise in the future 
(Irvine et al., 2017). However, keeping sea surface tempera-
tures from rising does not completely offset the deep ocean 
heat uptake, which causes the net downwelling radiative flux 
at the top of the atmosphere to remain positive (Jones et al., 
2018; Fasullo et al., 2018); thus, stabilizing global sea level 
rise would require overcooling the Earth system (Irvine et al., 
2018). 

The following are side effects and risks that are specific to 
global solar dimming or SAI, although some similar changes may 
also apply to other SRM methods:

• Impacts on the hydrological cycle: Solar dimming weak-
ens the hydrological cycle (Tilmes et al., 2013; Niemeier et 

Figure 6-16. Global mean surface temperature anomaly in (a) global warming simulations and (b) corresponding simulations in 
which SAI is applied to maintain temperature at 1.5 °C above preindustrial levels, and (c, d) the equivalent global mean precip-
itation time series. “No mitigation / strong SAI” refers to the average of the RCP8.5 / GEO-8.5 simulations of Jones et al. (2018) 
and the SSP5-8.5 / SSP5-8.5 1.5 simulations of Tilmes et al. (2020). “Delayed mitigation / peakshaving” refers to the SSP-3.4-OS 
/ SSP-3.4-OS 1.5 simulations of Tilmes et al. (2020). “Moderate mitigation / moderate SAI” and “strong mitigation / minimum 
SAI” refer to the RCP4.5 / GEO-4.5 and RCP2.6 / GEO-2.6 simulations of Jones et al. (2018), respectively. The baseline periods 
are RCP8.5 2020–2030 for Jones et al. (2018) and SSP5-8.5 2015–2025 for Tilmes et al. (2020), or approximately the decade 
in which the Paris threshold of preindustrial temperature +1.5 °C is exceeded in the respective climate model. All time series are 
smoothed by five-year running means.
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al., 2013; Fyfe et al., 2013; Ferraro et al., 2014), consistent 
with observations after volcanic eruptions (Trenberth and Dai, 
2007). Using SAI may amplify this effect, especially if strongly 
absorbing aerosols are used (Ferraro et al., 2014; Visioni et 
al., 2021b; Haywood et al., 2022). Following a strong SAI 
scenario, an increase in global precipitation in the baseline 
scenario would be increasingly overcompensated by the 
growing amount of aerosol injection needed to compensate 
for GHG warming, as demonstrated in two independent 
model studies (Figure 6-16; Jones et al., 2018; Tilmes et al., 
2020). This can result in reductions in rainfall and a weaken-
ing of monsoonal precipitation in some regions (Simpson et 
al., 2019). On the other hand, the precipitation increases in a 
low-forcing GHG scenario without SAI would be reversed to 
close to present-day conditions if a peakshaving SAI scenario 
were applied.

• Tropospheric circulation and regional climate: SAI using 
sulfate aerosols weakens storm tracks due to induced changes 
in the latitudinal temperature and humidity gradients, forcing 
a poleward shift of the storm tracks. This effect predominant-
ly impacts the Northern Hemisphere (Gertler et al., 2020). 
Stratospheric heating using sulfate SAI can induce a positive 
anomaly of the North Atlantic Oscillation (NAO) during the 
Northern Hemisphere winter season and a winter warming 
over Eurasia, with associated increased rainfall in northern 
Europe and decreased rainfall in southern Europe (Banerjee 
et al., 2021; Jones et al., 2022). In addition, surface winds im-
posed by changes in stratospheric dynamics can change the 
upwelling of warm waters around Antarctica, thereby impact-
ing the surface climate (McCusker et al., 2015).  

• Impacts on acid rain: Aerosols (and precursors) injected 
into the stratosphere inevitably deposit back to the surface. 
Depending on the material injected (e.g., SO2) this could 
contribute to acidification of precipitation. Even for the strong 
SAI scenario using sulfate, SAI would not significantly increase 
the amount of sulfate deposited over polluted regions on a 
decadal scale compared to current anthropogenic emissions 
of SO2. However, more pristine areas at high latitudes may see 
significant increases in sulfate deposition (Kravitz et al., 2009; 
Visioni et al., 2020c). The effects of other aerosols (Section 
6.5) that could potentially be used for SAI have not been 
investigated.

• Impacts on tropospheric ozone: Solar dimming applied 
to offset the effects of increasing GHG concentrations can 
lead to an increase in surface ozone due to the increase in 
stratospheric ozone from both the increasing GHGs, reduc-
tions in sunlight, and reductions in stratospheric water vapor 
(Nowack et al., 2016). On the other hand, SAI can lead to a 
reduction in global tropospheric and surface ozone, due to 
the decrease in stratosphere-troposphere exchange of ozone 
(if stratospheric ozone depletion has increased) and reduced 
tropospheric ozone production based on the ozone-destroy-
ing hydrogen cycle. The decrease in surface ozone may lead 
to a reduction in associated mortality (Nowack et al., 2016; 
Xia et al., 2017; Eastham et al., 2018). 

• Impacts on vegetation and crops: Solar dimming experi-
ments have shown that reduced surface heat stress from SRM-
induced cooling can combine with the fertilization effect of 
increased CO2 concentrations to lead to a reduction in some 
negative impacts of climate change on crops and vegetation 

(Xia et al., 2014; Glienke et al., 2015; Fan et al., 2021). In addi-
tion to the beneficial impact on crops from enhanced photo-
synthesis from higher CO2 concentrations, SAI may enhance 
the terrestrial photosynthesis rate by increasing the ratio of 
direct to diffuse radiation at the surface (Xia et al., 2016, 2017; 
Cao, 2018), although the magnitude of this positive climate 
response is contested (Proctor et al., 2018).

• Impact on surface ultraviolet (UV) and visible radia-
tion: Studies that have investigated the impact of SAI on UV 
irradiance at the surface have found little change in UV in the 
tropics and mid-latitudes and an increase in UV in polar re-
gions (e.g., Tilmes et al., 2012, Pitari et al., 2014; Visioni et 
al., 2017). These impacts are due to the combined impacts of 
increases in ozone concentrations and the strong scattering 
of UV radiation back to space from the aerosol at tropical and 
mid-latitudes and ozone depletion at polar latitudes. The sub-
stantial increase of stratospheric aerosol for a strong SAI sce-
nario towards the end of the 21st century has been simulated 
to result in a significant reduction of UV (around 20–30%) in 
the subtropics and higher latitudes compared to present day 
(Madronich et al., 2019). A simultaneous decrease in the bio-
logically active irradiances for DNA damage by 25–33% was 
modelled, with comparable contributions from the effects of 
the aerosol scattering of UV radiation and of ozone recovery. 
On the other hand, the photosynthetically active radiation 
(PAR), which is mainly affected by the changes in diffuse-direct 
ratio of radiation, shows an increase of up 35–40% in high 
northern latitudes.

6.5 ALTERNATIVE SAI MATERIALS  

The impact of sulfuric acid aerosol on stratospheric ozone 
results from its physical and chemical properties, i.e., its bulk 
complex refractive index, aerosol size distribution, and the chem-
ical composition of the aerosol surface. Alternative materials 
with different properties could reduce ozone loss resulting from 
heterogeneous chemistry or from the dynamical response due 
to heating from absorption of solar and terrestrial radiation. The 
heating and resulting dynamical response depend on material 
bulk properties that can be observationally constrained with rea-
sonable confidence. The heterogeneous chemistry responsible 
for activating halogen species and converting nitrogen oxides 
(NOx) to nitric acid (HNO3) depends on details of the surface 
composition and associated chemical mechanisms. Laboratory 
studies of these properties are challenging, and the large uncer-
tainty is due to an imperfect understanding of the evolution of 
the surfaces of alternative materials over stratospheric lifetimes. 
Coatings of candidate aerosol particles by sulfuric acid and re-
actions with sulfuric acid, nitric acid, or hydrogen chloride may 
significantly impact the aerosol chemical and optical properties 
(e.g., Tang et al., 2014; Dai et al., 2020).

Alternative materials can potentially reduce impacts on 
stratospheric ozone, but uncertainty in their net radiative and 
chemical properties (or impacts) is currently considerable com-
pared to that for sulfate (Section 6.3). The properties of sulfates 
and their impacts are comparatively well studied, and processes 
are more or less comprehensively included as a key stratospheric 
aerosol component in climate models, owing to the necessity of 
quantifying the periodic cooling from explosive volcanic erup-
tions (Section 6.2.2.1). Simulations of the impacts of stratospheric 
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sulfate perturbations have been benchmarked against a relatively 
large set of observations and measurements (Section 6.6), provid-
ing more confidence in their representation than in any alternative 
materials. This section provides an assessment of the limited num-
ber of studies that have investigated alternative particles and how 
they might impact stratospheric heating rates, dynamics, and het-
erogeneous chemistry.

6.5.1 Motivation 
Many materials, especially solid ones, do not have acidic 

or water-containing surfaces and thus do not have the same 
ozone-depleting surface heterogeneous chemical reactions as 
sulfate. The impacts of these particles on ozone will differ owing 
to different surface properties (e.g., their catalytic activity, hygro-
scopicity, pH, surface roughness, and the degree to which they 
become coated with naturally occurring sulfate) and how these 
vary over stratospheric lifetimes. There is little information on 
these properties for alternative materials. The bulk optical prop-
erties of numerous materials exhibit negligible absorption of solar 
or terrestrial radiation. Many, such as silicon carbide, alumina, and 
calcite, have other promising qualities, e.g., non-toxicity or ease 
of production at low costs. Few materials are truly transparent 
to terrestrial radiation in the atmospheric window; diamond is a 
notable exception. Some absorb only in the longwave infrared or 
in the terrestrial radiation spectral regions that coincide with ab-
sorption bands of other atmospheric constituents, which reduces 
their impact on stratospheric heating. These include alumina, 
calcite, zirconia, and titania (both rutile and anatase polymorphs), 
but titania is a well-known photocatalyst with strong ultraviolet 
absorption in the visible (UV-VIS). There is consensus that using 
pure materials with well-characterized optical properties and little 
absorption would reduce the dynamical response caused by the 
heating in the lowermost tropical stratosphere with sulfate aero-
sols, and with that the effects on stratospheric ozone would be re-
duced. However, additional complications of these materials can 
include toxicity; formation of coatings, as these aerosols mix with 
stratospheric aerosols from natural sources; and potential impacts 
on cirrus clouds. Such complexities have not yet been adequately 
addressed in the scientific literature.  

While there are few studies on the impacts of alternative 
materials on ozone and certainly no complete treatment within 
climate models, an increasing number of studies are focusing on 
some aspect of alternative materials within the context of strato-
spheric climate intervention (Ferraro et al., 2011, 2012; Pope et 
al., 2012; Weisenstein et al., 2015; Jones et al., 2016a; Keith et al., 
2016; Dykema et al., 2016; Moon et al., 2018 Cziczo et al., 2019; 
Dai et al., 2020; Huynh and McNeill, 2021).

6.5.2 Effects of Different Aerosols on Heat-
ing, Radiation, and Dynamic Response

The optical properties of alternative materials determine the 
radiative forcing they produce, which is central to their efficacy 
for stratospheric climate intervention, as well as how they would 
affect stratospheric heating rates and the resulting dynamical 
responses. Even for alternative particles with no absorption of 
radiation, minor stratospheric heating at altitudes above the 
aerosol results from the increased backscatter of solar UV-Vis ra-
diation, which is then absorbed by ozone and other trace gases. 
This effect is more than an order of magnitude smaller than the 
direct heating from absorption by sulfuric acid aerosols (Dykema 

Figure 6-17. Equilibrium stratospheric heating produced 
by a mass of monodisperse solid aerosols of optimized radii 
sufficient to achieve −1 Wm–2 shortwave radiative forcing. 
The gray bar on the right shows the approximate location of 
the aerosol layer. [Adapted from Dykema et al., 2016.]

et al., 2016). Stratospheric heating and the associated dynamical 
responses result from materials with non-zero imaginary refractive 
indices in the solar UV-Vis (titania) or the atmospheric window in 
the terrestrial IR (sulfuric acid).  

Standalone radiative transfer calculations have been used to 
investigate a range of materials (e.g., Ferraro et al., 2011, 2012; 
Dykema et al., 2016). Figure 6-17 shows the stratospheric tem-
perature change for loadings of some candidate alternative par-
ticles that produce a radiative forcing of –1 Wm–2. The imaginary 
part of the refractive index for sulfate increases significantly at 
wavelengths larger than 1.2 μm, where the incident radiation is 
many orders of magnitude less than at the peak of the solar spec-
trum. However, it still causes significant stratospheric heating. 
Other materials, in particular diamond, have a much smaller effect 
on stratospheric temperature (Dykema et al., 2016).  

Few studies have used general circulation models (GCMs) to 
study the impacts of using alternative materials for SAI. Jones et al. 
(2016a) imposed fixed size distributions for stratospheric aerosols 
within the HadGEM2-CCS climate model and compared the im-
pacts of black carbon and titania to those of sulfate. Both of these 
materials have strong absorption bands in the solar UV-VIS range. 
Black carbon has a very large heating effect in the stratosphere. 
This absorption results in strong stratospheric heating, which is 
shown to result in a rapid collapse of the QBO (Jones et al., 2016a, 
Haywood et al., 2022). Ferraro et al. (2015) performed simula-
tions similar to the G1 GeoMIP simulations, using stratospheric 
aerosol burdens sufficient to offset quadrupled carbon dioxide. 
Their simulations showed that the use of titania and sulfate both 
resulted in a strong intensification of the Northern Hemisphere 
polar vortex and a northward shift of the storm tracks. The heating 
of the tropical tropopause with titania was larger than with sulfate, 
due to the strong UV-VIS absorption of titania compared with 
sulfate (Figure 6-18). Ferraro’s study, however, was highly ideal-
ized, with a very concentrated tropical aerosol layer. Dykema et 
al. (2016) demonstrated that diamond, moissanite (SiC), alumina 
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Figure 6-18. The trade-off between ozone depletion and 
radiative forcing for some alternative geoengineering ma-
terials and for sulfuric acid, based on simulations using the 
AER-2D chemical-transport model. Sulfuric acid is injected 
either as gas-phase SO2 (pink) or 95 nm diameter sulfuric 
acid particles (orange). The blue, green, and red lines cor-
respond to alumina particles with different radii, and the 
dashed lines assume that the fractal aggregates from co-
agulation become compact. For diamond (light green), the 
dotted line assumes that the ClONO2 + HCl reaction does 
not occur (referred to as “no R1”). Generally, smaller parti-
cles result in greater ozone destruction, as their surface area 
for a specific radiative forcing is higher than for larger parti-
cles. The higher real part of the refractive index of diamond 
compared to alumina explains the smaller ozone change per 
radiative forcing compared to the case with the same size 
alumina particles. For both diamond and alumina, scenari-
os exist with lower ozone loss than for SO2 or H2SO4. [From 
Weisenstein et al., 2015.]

(Al2O3), and calcium carbonate (CaCO3) as calcite should have 
greatly reduced dynamical impacts due to less radiative heating 
and thus may be favorable in the trade-off between radiative forc-
ing and dynamical response when compared to sulfate aerosols. 
However, this assumes that the complex refractive indices of the 
aerosols remain unchanged over the stratospheric lifetime of the 
particles, which is not proven, especially for reactive materials 
such as calcium carbonate. Idealized climate model simulations, 
where the absorption from sulfate aerosols is increased in the solar 
spectrum, reveal significantly greater impacts on stratospheric 
heating with resultant strong impacts on the QBO, a strongly en-
hanced positive phase of the North Atlantic Oscillation and the 
associated rainfall patterns, enhanced stratospheric water vapor, 
and a delay in the recovery of the Antarctic ozone hole (Haywood 
et al., 2022).     

In summary, compared to sulfate, the use of non-absorbing 
materials should effectively reduce stratospheric heating and 
associated dynamical responses, which should therefore reduce 
dynamically induced ozone changes. Large uncertainties result 
from 1) lack of confidence in the optical properties of materials 
over stratospheric lifetimes relative to their baseline and/or po-
tentially idealized literature values, 2) limitations in quantitative 
knowledge of absorption coefficients (Dykema et al. 2016), 3) the 
small number of studies investigating dynamical responses with 
alternative materials, and 4) uncertainties in the potential impacts 
of different materials on other aspects of the climate system such 
as on cirrus clouds (Cziczo et al., 2019).

6.5.3 Chemical Effects on Ozone Using 
Alternative Materials

Sensitivity studies using a chemical-transport model indi-
cate that non-absorbing materials such as diamond and alumina 
may greatly reduce stratospheric ozone loss compared to sulfate 
(Weisenstein et al., 2015; Figure 6-18).

Laboratory studies have found high uptake coefficients for 
the HCl + ClONO2 reaction, together with reduced hydrolysis 
of nitrogen pentoxide (N2O5) for alumina compared to sulfuric 
acid (H2SO4) (e.g., Molina et al. (1997). Chlorine nitrate (ClONO2) 
reactivity has been studied on titania at room temperature but 
without the addition of hydrogen chloride (HCl) or hypochlorous 
acid (HOCl) (which would both be present in the stratosphere), 
so the utility of the studies is limited (Tang et al., 2016). Similarly, 
N2O5 and hydroperoxy radical (HO2) uptake on titania have been 
studied only at room temperature (Tang et al., 2014; Moon et al., 
2018), with the latter study concluding that the uptake of HO2 
radicals on titania likely is too slow to impact ozone chemistry. The 
implications of the difference in heterogeneous chemistry of alu-
mina compared to sulfuric acid remain uncertain.

Hypothetically, calcium carbonate stratospheric aerosol 
could increase ozone concentrations based on the potential rapid 
uptake of HCl and HNO3 by calcium carbonate particles, chang-
ing the sign of the trade-off between radiative forcing and ozone 
present for sulfate (Keith et al., 2016). However, HNO3 and HCl 
chemistry on calcium carbonate at room temperature suggest 
only moderate uptake rates. In addition, initial uptake rates of HCl 
and HNO3 on calcium carbonate are low and decrease further 
via passivation under stratospheric conditions; i.e., there is rapid 
formation of a non-reactive surface layer that greatly slows down 
further reaction (Dai et al., 2020). Observed uptake coefficients 

orders of magnitude higher than those determined by Dai et al. 
(2020) were found at stratospheric temperatures (Huynh and 
McNeill, 2021), but the degree of passivation after HCl exposure, 
which determines the actual stratospheric reactivity, could not be 
determined.

The AER-2D model that includes the calcium carbonate 
chemistry of Dai et al. (2020) shows a small amount of ozone de-
pletion (Figure 6-19, solid green line), in contrast to an enhance-
ment in ozone at most latitudes when passivation is not accounted 
for (Figure 6-19, solid magenta line). In addition to the reactions 
studied in the lab by Dai et al. (2020; included in the solid lines in 
Figure 6-19), reactions involving ClONO2 + HCl and ClONO2 + 
HOCl would also affect ozone (green and magenta dashed lines 
in Figure 6-19). There is very limited understanding of this mate-
rial under stratospheric conditions, so the rates of these unmea-
sured chlorine reactions, and additional currently unknown reac-
tions, could have other potentially significant impacts on ozone, 
especially over the Antarctic regions (Figure 6-19). There are few 
experiments for how alternative materials could affect chemistry 
under more extreme polar vortex conditions. This complexity and 
the large number of heterogeneous surface reactions that are 
possible and the reactivity of materials such as calcium carbon-
ate, whose surfaces will age and change composition over their 
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stratospheric lifetimes, result in a high degree of uncertainty in the 
direct chemical impact of alternative materials on stratospheric 
ozone.

6.5.4 Paucity of Observations and Limited 
Model Capabilities

Overall, the state of knowledge of the impacts of alternative 
materials on stratospheric ozone is severely limited by a paucity of 
laboratory and field observations, particularly under stratospheric 
conditions. This limitation also has resulted in a very small number 
of modeling studies of alternative materials. Although it is likely 
that materials exist that result in decreased chemical and dynami-
cal impacts on stratospheric ozone, any potential risks and trade-
offs are far from understood.

The impacts of SAI with the injection of alternative materials 
on ozone will depend on a number of additional uncertainties 
and higher-order effects. The coupling of chemistry and dynam-
ics is just as important for alternative materials as it is for sulfate. 
Uncertainties are larger for alternative materials than for sulfate 
due to the much smaller number of studies; in addition, there is 
increased complexity resulting from the addition of a new compo-
nent to the stratospheric composition. Interactions of alternative 
materials with background sulfate have not been quantified and 
could be significant. Unreactive materials such as diamond would 
become coated with sulfuric acid from coagulation and conden-
sation, making them more reactive. Reactive species such as cal-
cium carbonate would interact with sulfuric acid, nitric acid, and 
other constituents, affecting their properties. It is possible that 
coagulation of sulfuric acid particles with unreactive solid parti-
cles results in incomplete coatings. As with tropospheric aerosol 
mixtures, varying degrees of internal and external mixtures of 
composite aerosol particles are likely to be created. This increas-
es the uncertainties in both optical and chemical properties of 

Figure 6-19. The impact on TCO of using calcium carbon-
ate for SAI when considering the laboratory-observed pas-
sivation (green lines) or unpassivated assumption (magenta 
lines). Dashed lines show the relationship when accounting 
for the additional ClONO2 + HCl reaction based on the Mo-
lina et al. (1997) alumina rates. [From Dai et al., 2020, Sup-
plementary Material.] 

such particles and directly impacts the chemical and dynamical 
response of the perturbation. Thus, despite the potential for 
greatly reducing impacts on stratospheric ozone compared to 
sulfate, confidence in how alternative particles would affect the 
stratosphere and ozone, and therefore whether they are prefera-
ble to sulfate, is hindered by significant research gaps.

6.6 VOLCANOES AND PYROCUMULONIM-
BUS AS NATURAL ANALOGS TO SAI

As described in previous sections, ESM simulations show 
large uncertainties with regard to the effects of SAI on radia-
tion, surface temperature, and other impacts, including ozone. 
Reducing these uncertainties would increase confidence in the 
projected impacts under different SAI scenarios and strategies. 
Natural analogs provide a unique opportunity for identifying 
shortcomings in models; these models are the only tools available 
to project future changes under SAI. The majority of coordinated 
ESM modeling experiments for studying the effects of SAI on the 
climate system use stratospheric SO2 injections, thereby parallel-
ing the periodic injections of SO2 by explosive volcanic eruptions 
and their impacts on climate. Satellite measurements of radia-
tive fluxes after the 1991 Mount Pinatubo eruption show a peak 
monthly-mean net top-of-atmosphere radiative flux anomaly be-
tween 60°S and 60°N of around –3 W m–2. For context, by design 
the medium SAI GeoMIP G6sulfur simulations exert a continuous 
radiative forcing of approximately –4 W m–2 at the end of the 21st 

century (Kravitz et al., 2015).

Another natural analog of periodic aerosol injections into the 
stratosphere is when biomass burning creates pyrocumulonim-
bus (pyroCb) events. Such events occur when convection gener-
ated by the fire produces a cumulonimbus cloud that is sufficiently 
vigorous to transport both smoke and moisture into the lower 
stratosphere.

Both explosive volcanic eruptions and pyroCb events pro-
vide opportunities for benchmarking the current generation 
of aerosol and climate models against a wealth of observations 
(Appendix 6A). This includes testing the modeled spatial and 
temporal evolution of the aerosol distribution, microphysical 
properties, effects on radiation, and their impacts on stratospher-
ic ozone. We restrict our assessment to the utility of analogies on 
aerosol microphysical and spatial distributions and their impacts 
on ozone. An assessment of how well the models represent the 
observed impacts of volcanic eruptions on climate impacts—such 
as surface cooling, a spin-down of the hydrological cycle, shifts in 
monsoon precipitation, and influences on key modes of climate 
variability—is provided in Appendix 6A, where the utility of py-
roCb events in assessing models is also discussed.    

6.6.1 Volcanic Eruptions as Analogs for SAI: 
Limitations and Opportunities

Measurements clearly show that large explosive volcanic 
eruptions, such as that of Mount Pinatubo in 1991, can perturb 
stratospheric ozone by increasing aerosol SAD for heterogeneous 
chemistry and catalytic ozone loss cycles, affecting ozone photol-
ysis rates (e.g., Solomon, 1999, and references therein). In addi-
tion, there are indirect effects on ozone resulting from radiative 
heating of the stratosphere and subsequent circulation changes 
caused by the volcanic sulfate aerosol, similar to those described 
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in Sections 6.2 and 6.3. Measurements after volcanic eruptions 
provide an opportunity to benchmark model performance and to 
understand the likely impact of SAI on ozone, because the same 
chemical and radiative heating processes are valid for volcanic 
eruptions and for SAI using SO2 or other sulfate aerosol precur-
sors (Section 6.2). 

Detailed observations of SO2 and resulting sulfate aerosols 
from small-magnitude eruptions between 2008 and 2019 using 
satellites, surface-based sun photometers, and surface-based 
lidars have provided insights into the microphysical evolution of 
stratospheric volcanic aerosols and their impacts on stratospheric 
transport (e.g., Muser et al., 2020; de Leeuw et al., 2021). These 
data have been used to assess and improve the representation of 
sulfur chemistry and microphysics in global climate models (e.g., 
Mills et al., 2016, 2017; Schmidt et al., 2018). 

Measurements and model simulations of volcanic eruptions 
also provide a means for quantifying the expected stratospheric 
ozone changes resulting from SO2 injections (Section 6.2). There 
are, however, clear limits to the analogy of volcanic aerosols 
with SAI, mainly because explosive eruptions produce pulsed 
injections of SO2 into a relatively small area in the stratosphere, 
which contrasts with the continuous, decadal-long injection of 
SO2 in strategically selected locations under most SAI scenarios. 
Continuous SAI applications contrast with the observations of a 
sudden increase in SAD, followed by a slow decline after a volca-
nic eruption. No large-magnitude volcanic eruptions during the 
satellite area have taken place during a very cold Arctic winter; as 
a result, current observations may underestimate the magnitude 
of polar ozone loss that could occur during long-term SAI applica-
tions (Tilmes et al., 2008). A continuously enhanced aerosol layer 
with SAI  would have a longer-term impact on the stratospheric 
circulation than that from volcanic eruptions (see Appendix 6A). 
Other differences include the type of material injected under 
volcanic eruptions—which frequently inject volcanic ash, water 
vapor, and halogens, together with sulfur—and different climate 
response times to pulsed and continuous injections; these factors 
lead to differences in the ozone and climate response between 
volcanic eruptions and SAI (e.g., MacMynowski, et al., 2011; 
Duan et al., 2019). 

In models, the availability of key oxidants such as OH be-
comes limited following volcanic eruptions (Bekki, 1996; Mills et 
al., 2017) due to the injection of large amounts of SO2 into one 
or only a few model grid boxes. This affects the concentration 
and lifetime of SO2, the rate of sulfate aerosol formation, and the 
growth of sulfate aerosol particles. Clyne et al. (2021) show that 
for pulsed SO2 emissions, the injection strategy (i.e., single model 
grid box or along a band of longitudes) and the details of the OH 
chemistry representation (i.e., interactive or prescribed) lead to 
large differences in aerosol lifetime and stratospheric aerosol op-
tical depth (AOD), similar to those across different SAI strategies 
(see Section 6.3). Many of the simulated differences between 
pulsed injections of SO2 from volcanoes and continuous injec-
tions under SAI are caused by nonlinearities in sulfur oxidation 
chemistry and aerosol microphysics; SAI injections would occur 
in an already aerosol-laden atmosphere, which favors condensa-
tion and coagulation over nucleation (e.g., Laakso et al., 2017). 
Model simulations and observations reveal that aerosol disper-
sion during the initial stages of an eruption is strongly influenced 
by injection height and thus local meteorology (e.g., Bourassa et 
al., 2012; Jones et al., 2016b; de Leeuw et al., 2021). On the other 

hand, for continuous SAI, which takes place over several years, 
the interannual differences in the aerosol distribution are small 
and less dependent on initial meteorological conditions (e.g., 
Tilmes et al., 2017; Visioni et al., 2019).

With volcanic eruptions, there are commonly co-emissions 
of species other than sulfur (such as volcanic ash, halogens, and 
water vapor), whereas under SAI this would generally not be the 
case. Many co-emitted species can affect the aerosol lifetime, 
oxidation rates, and radiative heating rates and can cause lofting 
of sulfur species to higher altitudes (Zhu et al., 2020; Muser et 
al., 2020; Niemeier et al., 2020; Kloss et al., 2021; Stenchikov et 
al., 2021). Disentangling and quantifying the effects of co-emitted 
species on sulfate aerosol lifetimes and dispersion in observations 
is difficult. Modeling studies provide indications of the relative 
rate at which different co-emitted species affect heating rates and 
lofting (Muser et al., 2020; Kloss et al., 2021; Stenchikov et al., 
2021). Some volcanic co-emissions such as halogens can also 
directly affect stratospheric ozone under present-day ozone-de-
pleting substance levels, as well as indirectly affect stratospher-
ic heating rates and thus water vapor concentrations (e.g., 
Staunton-Sykes et al., 2021, and references therein). In addition, 
future research may suggest that the optimum SAI strategy is to 
inject H2SO4 instead of SO2 (Section 6.2) or to use a completely 
different substance (Section 6.5), further limiting the analogy be-
tween volcanic eruptions and SAI.

6.6.2 Model Simulations of Volcanic Effects 
on Ozone

Following the June 1991 Mount Pinatubo eruption, sat-
ellite and ozonesonde data show a loss of ozone in the lower 
stratosphere, particularly in winter and spring in polar regions 
between 1991 and 1993 (e.g., Grant et al., 1992; Randel et al., 
1995; Chapters 3 and 4). Total column ozone was reduced by 
up to 8% in the first month after the eruption in the tropics and 
by up to 10% in the Northern Hemisphere. Ozone depletion in 
the aerosol plume was much higher, reaching around 20% at 
altitudes between 24 km and 25 km (McCormick et al., 1995). 
In the mid-latitudes of the Southern Hemisphere, increases in 
total column ozone of up to 10 DU were observed in the middle 
stratosphere between July and December 1991, likely caused by 
both chemical and dynamical changes (e.g., Koike et al., 1994; 
Van Roozendael et al., 1997). Recent modeling studies suggest 
that the volcanically induced dynamical perturbation played 
a key role in transporting ozone from the tropics to the extra-
tropics of the Southern Hemisphere, thus explaining the lack of 
ozone depletion there (Pitari and Mancini, 2002; Poberaj et al., 
2011; Aquila et al., 2013; Dhomse et al., 2014). The same mod-
eling studies suggest that after about six months heterogeneous 
chemical ozone loss dominates, with additive effects of the initial 
dynamical perturbation and the chemical perturbation due to the 
volcanic aerosols. Following the eruption of Mount Pinatubo, a 
maximum decrease in total column nitrogen dioxide (NO2) of 
about 35% in both the Arctic and at mid-latitudes in January 1992 
is evident, with a recovery to background values by August 1995 
(Van Roozendael et al. 1997). Maximum reductions in local NO2 
concentrations of up to 60% were measured in the lower strato-
sphere at around 22 km altitude in summer 1992 (Johnston et 
al., 1992; Van Roozendael et al., 1997; Danilin et al., 1999) and 
correlated well with the 40-fold (or more) increase in the aero-
sol SAD (Thomason et al., 1997). Similar measurements exist for 
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nitric oxide (NO), suggesting a role for nitrogen pentoxide (N2O5) 
hydrolysis with increasing SAD, which has been found in various 
model studies applying SAI.

Studies that isolate the effect of increased volcanic aerosol 
find good correlation between modeled SAD and observed 
ozone depletion (Wilka et al., 2018); these increases in SAD are 
associated with large- and small-magnitude volcanic eruptions, 
suggesting that heterogeneous chemistry was the primary driv-
er of increased ozone loss between 1980 and 2014 (when hal-
ogen stratospheric concentrations were high). The 1991 Mount 
Pinatubo eruption, which caused the largest observed polar 
ozone perturbation to date, did not emit significant amounts of 
chlorine or other halogen compounds that could have catalyzed 
ozone loss. Measurements after the 1982 El Chichón eruption 
support the same mechanisms for ozone loss, with increases in 
aerosol SAD of up to 50 μm2 cm–3 at mid-latitudes between 18 
km and 20 km in early 1983 (Hofmann and Solomon, 1989). In 
this case, the eruption might have injected HCl into the strato-
sphere, with observed column HCl enhancements above 12 km 
altitude between 22°N and 35°N on the order of 40% in the first 

six months post-eruption (Mankin and Coffey, 1984). This would 
have amplified the catalytic depletion of total column ozone, 
which reached more than 10% after the eruption (Hofmann and 
Solomon, 1989). The difference in Figure 6-20 between the 
blue and the orange curves, which show the evolution of ozone 
in a model simulation with and without volcanic aerosols, respec-
tively, supports this view. The aerosol-free simulation shows no 
increase in the rate of ozone depletion above the overall trend 
in the years affected by the 1991 Mount Pinatubo eruption and a 
significantly decreased effect in the years affected by the 1982 El 
Chichón eruption.

Measurements and modeling studies show that since the 
1991 Mount Pinatubo eruption, a series of small-magnitude erup-
tions have contributed to polar ozone depletion in Antarctica 
(Figure 6-21; Solomon et al., 2016; Wilka et al., 2018; Stone et 
al., 2017; Zhu et al., 2018). Measurements show that in 2015, 
the Antarctic ozone hole was particularly large and long-lasting, 
which in models and observations has been attributed to the ex-
istence of a very cold and undisrupted stratospheric polar vortex 
combined with the impacts of the April 2015 Calbuco eruption 

Figure 6-20. (top) Time series of model-simulated three-year running mean of 60°N–60°S total column ozone anomalies with 
respect to 1998 values from 1979 to 2014 with gas-phase, Vol-Clean, and Chem-Dyn-Vol runs shown as green, orange, and 
blue solid lines, respectively. The Chem-Dyn-Vol run includes full chemistry, specified dynamics, and volcanic aerosols taken 
from the Neely and Schmidt (2016) database; the Vol-Clean run has no volcanic aerosols but all other processes; and the gas-
phase run turns off all heterogeneous chemistry. Solar Backscatter Ultraviolet and National Institute of Water and Atmospheric 
Research-Bodeker Scientific total column ozone data are shown by the black line with circles and the purple line with squares, re-
spectively. Grey triangles at the bottom indicate volcanic eruptions, with the larger triangles indicating eruptions of Volcanic Ex-
plosivity Index 5 and 6. (bottom) Time series of anomalies in global mean total column ozone and their respective linear fits for the 
periods 1979–1998 (left) and 1999–2014 (right). [From Wilka et al., 2018, with fit parameters given in Table 1 of that publication.]
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in Chile (Chapter 4; Solomon et al., 2016; Wilka et al., 2018; 
Stone et al., 2017; Zhu et al., 2018; Rieger et al., 2021). Based 
on observations and model simulations, Berthet et al. (2017) 
show that after the 2009 Sarychev eruption, NO2 was depleted 
to a similar degree as following the 1991 Mount Pinatubo erup-
tion, but ozone loss was relatively limited at 16 km and smaller in 
magnitude than during Pinatubo by at least a factor of 10. These 
observations and model simulations provide useful guidance on 
the expected effects of SAI on ozone and indicate that even small 
aerosol injections, as during the onset period of SAI, can have a 
significant impact on ozone.

6.6.3 Model Simulations of Volcanic Aerosol 
Properties 

Most Earth system models participating in the CMIP6 model 
intercomparison used in the latest IPCC assessment (Lee et al., 
2021) use prescribed stratospheric volcanic aerosol datasets 
derived either from observations (e.g., Thomason et al., 2018; 
Kovilakam et al., 2020) or a blend of observations and models 
(Arfeuille et al., 2014). Model intercomparisons conducted under 
CMIP6 and dedicated to volcanic eruptions, such as the Volcanic 
Forcings Model Intercomparison Project (VolMIP), stipulate a 

Figure 6-21. Model-calculated percentage changes in ozone concentrations in Antarctica (63–90°S) due to a series of small-mag-
nitude volcanic eruptions. Tropical eruptions are shown at the bottom and higher-latitude eruptions at the top. Abbreviations: 
An, Anatahan; Ca, Calbuco; Ch, Chaitén; Ke, Kelut; Ll, Llaima; Ma, Manam; Me, Merapi; Na, Nabro; NS, Negra Sierra; PC, Puye-
hue-Cordón Caulle; PF, Piton de la Fournaise; Ra, Rabaul (also referred to as Tavurvur); Ru, Ruang; Rv, Reventador; SA, Sangeang 
Api; SH, Soufrière Hills. [From Solomon et al., 2016.] 

Figure 6-22. Comparison of satellite-based (blue line) and model-simulated (solid black line: including volcanic SO2 emissions; 
dashed black line: omitting volcanic SO2 emissions) monthly global mean stratospheric aerosol optical depth (SAOD) at 550 nm. 
[From Schmidt et al., 2018.]  
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standardized protocol whereby prescribed aerosol datasets are 
used to ensure that the spatial distribution of aerosols is consis-
tent. This allows quantification of model uncertainty in the re-
sponse of ozone and climate to a volcanic forcing (Zanchettin et 
al., 2016) without confounding issues arising from, for example, 
differences in the implementation of volcanic emissions (Clyne et 
al., 2021).

Models with interactive aerosol and chemistry schemes 
use volcanic SO2 emissions as input. Figure 6-21 shows that cli-
mate models with detailed aerosol and sulfur chemistry schemes 
nudged to meteorological reanalyses can simulate stratospheric 
AOD under volcanically quiescent and perturbed conditions and 
are in good agreement with satellite-based measurements (Mills 
et al., 2016; Schmidt et al., 2018). After the two recent large 
volcanic eruptions of El Chichón in 1982 and Mount Pinatubo in 
1991, models reveal that between 2005 and 2014, a series of 
small-magnitude eruptions doubled the total stratospheric AOD 
compared to volcanically quite periods (Figure 6-22; Kovilakam 
et al., 2020; Schmidt et al., 2018; Thomason et al., 2018; Mills et 
al., 2016).

Figure 6-23. Ensemble averaged, global mean stratospher-
ic AOD (at 550 nm) as simulated for an 1815 Mount Tambo-
ra–type eruption emitting 60 Tg of SO2, using different mod-
els. The black line is the mean of the CESM-WACCM (blue), 
UM-UKCA (purple), SOCOL-AER point (light green), MAE-
CHAM5-HAM point (gold), LMDZ-S3A band (dark brown), 
and EVA (red) models. Results for the SOCOL-AER band and 
MAECHAM5-HAM band models using different injection 
approaches are shown in dark green and orange, respec-
tively. The vertical dotted line marks the date of injection of 
SO2, which is slightly offset from the zero AOD in the mod-
els due to the temporal resolution of the model output and 
curve smoothing. [From Clyne et al., 2021.]

No direct measurements exist for larger SO2 perturbations, 
and confidence in interactive sulfate aerosol and sulfur chemistry 
schemes is much lower for SO2 injections greater than 10–20 Tg 
of SO2. For example, for very-large-magnitude eruptions emitting 
60 Tg of SO2 (which is representative of the 1815 Mount Tambora 
eruption), a model intercomparison reveals large inter-model dif-
ferences in the simulated magnitude of the volcanic forcing and 
surface temperature response, despite the models using the same 
eruption source parameters (Zanchettin et al., 2016). Clyne et al. 
(2021) show that for eruptions emitting 60 Tg of SO2, the magni-
tude and timing of the peak in global mean stratospheric aerosol 
optical depth and effective radius differ substantially across simu-
lations (Figure 6-23). Such emissions levels are extremely large 
compared to those under the peakshaving and medium SAI sce-
narios and are at the extreme end of strong SAI scenario.

Recent studies also suggest that there is uncertainty in the ef-
fective radiative forcing diagnosed in models for large explosive 
eruptions such as Mount Pinatubo in 1991. Rapid adjustments 
and the cloud response to a volcanic forcing are particularly large 
sources of this uncertainty (e.g., Gregory et al., 2016; Marshall et 
al., 2020; Schmidt et al., 2018). There is also substantial uncertain-
ty in the stratospheric heating rates and the subsequent dynami-
cal response simulated in models following explosive eruptions 
(e.g., Driscoll et al., 2012; Zambri et al., 2017), as also reflected 
in SAI simulations (Figure 6-9). Uncertainties in heating rates and 
dynamical responses have implications for the hemispheric distri-
bution of the sulfate aerosols, which in turn affects ozone chemis-
try (e.g., as discussed in Aquila et al., 2013, for Mount Pinatubo). 

Model configuration and model specifics such as the verti-
cal resolution in the stratosphere and the details of the radiative 
transfer scheme affect the magnitude of the diagnosed volcanic 
forcing, which is also the case for SAI studies (Section 6.2.2). 
Although no systematic uncertainty assessment has been carried 
out to date, Hansen et al. (2002) estimate that these model un-
certainties equate to uncertainties in radiative forcing of between 
15% and 50%, depending on the eruption specifics. Many of the 
discrepancies have common causes and can largely be explained 
either by missing first-order model physics, chemistry, or other 
processes (Clyne et al., 2021). As in SAI simulations, the use of 
sectional versus modal aerosol schemes can have a very large ef-
fect on the results (e.g., English et al., 2013; Laakso et al., 2021). 

Overall and despite limitations, volcanic eruptions offer 
an opportunity to benchmark current-generation aerosol and 
climate models against a wealth of observations. In particular, 
small-magnitude volcanic eruptions that have occurred over the 
satellite era have the benefit of a greater number of higher-quali-
ty observations and can be used for refining emissions estimates 
and injection altitudes (e.g., de Leeuw et al., 2021) and for de-
tailed assessment of the performance of models with respect to 
their predicted effects on ozone, as well as the temporal and spa-
tial evolution of both SO2 and the resulting sulfate aerosol plume 
(e.g., Haywood et al., 2010; Muser et al., 2020). These observa-
tions can help improve our understanding of the underlying phys-
ical and chemical processes, as well as the uncertainties involved 
in SAI proposals.  
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APPENDIX 6A : OBSERVATIONS AND 
VOLCANIC IMPACTS ON CLIMATE

6A.1 OBSERVATIONS

Observational constraints for model simulations of the evo-
lution of stratospheric plumes of SO2 and the resulting sulfate, as 
well as biomass-burning aerosol plumes from pyrocumulonim-
bus, are available from a number of sources. Satellite retrievals 
include estimates of the SO2 injection amounts and altitudes from 
instruments operating in the UV (e.g., TROPOMI) and IR (IASI) 
spectral regions (e.g., Karagulian et al., 2010; Clarisse et al., 
2012; Theys et al., 2017; de Leeuw et al., 2021). 

Once SO2 is oxidized and processed to optically active 
sulfate aerosol, limb-sounding instruments (e.g., SAGE I–III, 
Baumann et al., 2003; OSIRIS, Bourassa et al., 2012; OMPS, 
Kloss et al., 2021) and lidar instruments (e.g., CALIPSO, Vernier 
et al., 2011; CATS, Christian et al., 2019) are able to measure 
the spatial distribution and the altitude of the resulting aerosol 
plume. Detecting sulfate aerosols from traditional nadir-viewing 
instruments operating at visible wavelengths is difficult owing to 
the presence of underlying clouds. Absorbing aerosols can be 
detected using UV wavelengths, as is done for absorbing smoke 
aerosols (e.g., TROPOMI; Torres et al., 2020). Ground-based re-
mote sensing instrumentation also provides essential validation 
for models in the form of lidar systems (e.g., Barnes and Hoffman, 
1997; Chazette et al., 1995) and high-altitude sun-photometer 
sites such as Mauna Loa that are at a sufficiently remote location 
and at a sufficient altitude to be largely uninfluenced by tropo-
spheric aerosols (e.g., Haywood et al., 2010). There are also a 
limited number of recent aerosol observations from routine long-
haul flights of the IAGOS/CARIBIC network that are providing 
new insights into stratospheric aerosol evolution and modeling 
capabilities for both volcanic sulfate and biomass-burning smoke 
in the upper troposphere and lower stratosphere (e.g., Osborne 
et al., 2022). Balloon-borne measurements with optical particle 
counters yield additional high-quality stratospheric aerosol data 
that provide essential information on the microphysical evolution 
of aerosol size distributions (e.g., Deshler et al., 2003).

6A.2 VOLCANIC EFFECTS ON RADIATIVE 
FORCING AND TEMPERATURE

Since 1978, satellite remote sensing has provided mea-
surements of volcanic SO2 emissions from over 1000 volcanic 
eruptions, yielding an average SO2 emissions rate from explosive 
and effusive eruptions of 3 Tg SO2 yr–1 between 1978 and 2021, 
of which an average of about 1 Tg SO2 yr–1 is injected into the 
stratosphere (Carn et al., 2016, 2017). However, there is signifi-
cant interannual variability in the emissions into the stratosphere, 
with some years receiving negligible SO2 from explosive volcanic 
eruptions and others having many times the longer-term mean 
annual injection rate. Between 2008 and 2019, small-magnitude 
eruptions such as those of Kasatochi in 2008 (Kravitz et al., 2010), 

Sarychev in 2009 (Haywood et al., 2010), and Raikoke in 2019 
(Kloss et al., 2021; de Leeuw et al., 2021) have each injected 
around 1.5 Mt of SO2 into the stratosphere.

The sudden increase in stratospheric sulfate aerosol mass 
and number concentration from volcanic SO2 injections changes 
the size distribution of stratospheric aerosols and increases the 
aerosol SAD compared to volcanically quiescent periods. The 
latter largely explains heterogeneous chemistry-induced ozone 
changes, and the nature of the change in the aerosol bulk prop-
erties. In particular, the injected mass and particle size dictate the 
strength of the climate perturbations following eruptions (Pinto et 
al., 1989; Lacis et al., 1992; Timmreck et al., 2010). Compared 
to the volcanically quiescent period prior to the eruption, the 
eruption of Mount Pinatubo in 1991 caused a 60-fold increase 
in the stratospheric sulfate burden (McCormick et al., 1995), an 
increase in particle number concentrations of 2 orders of mag-
nitude (Deshler et al., 2003), and a 40-fold increase in the SAD 
(Thomason et al., 1997). Satellite measurements of radiative flux-
es after the 1991 Mount Pinatubo eruption show a peak monthly 
mean net top-of-atmosphere radiative flux anomaly between 
60°S and 60°N of around –3 W m–2. For context, by design the 
medium SAI GeoMIP G6sulfur simulations exert a continuous ra-
diative forcing of approximately –4 W m–2 at the end of the 21st 

century (Kravitz et al., 2015). Measurements from the period 
of the Mount Pinatubo eruption have been used to test global 
model simulations, revealing reasonable model performance 
(Minnis et al., 1993; Mills et al., 2017; Schmidt et al., 2018). The 
relationship between the mass of SO2 emitted and the resulting 
climate effect are nonlinear (Pinto et al., 1989; Timmreck et al., 
2009) because of a combination of OH radical oxidation chemis-
try limiting H2SO4 vapor production (and thus sulfate aerosol bur-
den) and an enhanced coagulation of numerous small particles 
leading to rapid shifts in the particle size distribution toward very 
large sizes. These findings predated similar findings from SAI cli-
mate intervention strategies (e.g., Section 6.2.3.1) and have been 
key to adjusting modeled emissions scenarios and strategies to 
minimize such impacts (e.g., Section 6.2.3.2).

Analysis of instrumental temperature records, for which 
low-frequency climate variations and the influence of El Niño-
Southern Oscillation (ENSO) have been removed, suggest a max-
imum post-eruption global mean surface cooling of 0.2–0.3 K
when averaged for the eruptions of Krakatau (1883), Santa 
Maria (1902), Katmai (1912), Agung (1963), El Chichón (1982), 
and Pinatubo (1991; Robock and Mao, 1995; Robock, 2000). 
The 1991 Mount Pinatubo and Cerro Hudson eruptions emitted 
approximately 10–15 Tg of SO2 into the stratosphere, which re-
sulted in a peak global mean near-surface cooling of ~0.3–0.5 K
in mid-1992 (e.g., McCormick et al., 1995; Soden et al., 2002; 
Thompson and Solomon, 2009) and a warming of up to 3.5 K in
the tropical  stratosphere (Labitzke, 1994, Labitzke and 
McCormick, 1992). Note that the surface temperature response 
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Figure 6A-1. Panels show the evolution of the plume of SO2 from the Sarychev eruption. The column on the left represents ob-
servations from the IASI sensor, while that on the right represents model simulations from the HadGEM2 climate model. [From 
Haywood et al., 2010.]  



Chapter 6

373

was influenced by the strong El Niño event in 1991–1994 (e.g., 
Lehner et al., 2016) and other dynamical feedbacks (Soden et 
al., 2002). Typically, the surface temperature response over 
land is detectable for two to three years. Using SAI, continuous 
emissions of 8–16 Tg of SO2 yr–1 would be required to cool the 
Earth by 1 K (Section 6.2); it is acknowledged that there are many 
differences in the atmospheric and climatic responses between 
pulse and continuous injections (e.g., Duan et al., 2019). The 
duration, magnitude, and spatial pattern of the surface tempera-
ture response following volcanic eruptions depends on eruption 
characteristics such as the mass of SO2 emitted, eruption season 
and latitude (e.g., Marshall et al., 2020), and local meteorology 
(Jones et al., 2016b) and climatological conditions prior to the 
eruption (e.g., Robock and Mao, 1995). Instrumental records also 
show a warming of the North American and Eurasian continents 
by 2 K or more during the first or second winter after large explo-
sive eruptions (Robock and Mao, 1992), which is consistent with 
a forced positive North Atlantic Oscillation (NAO) response, but 
the magnitude of any causal link and the driving mechanism is still 
debated (Polvani et al., 2019).

6A.3 VOLCANIC EFFECTS ON CLIMATE 
DYNAMICS

Radiative heating of the lowermost tropical stratosphere 
following tropical explosive eruptions leads to an increased me-
ridional temperature gradient and enhanced upwelling in the 
tropical stratosphere, similar to what has been described for SAI 
applications. This leads to enhanced transport of ozone from the 
tropical stratosphere toward higher latitudes (Kinne et al., 1992; 
Tilmes et al., 2004) and a strengthening of the polar vortex (e.g., 
Bittner et al., 2016), which further enhances polar ozone loss. 

Dynamical processes affecting ozone concentrations are 
intertwined with chemical processes in the same regions, and 
they thus potentially mask or enhance some of the chemical 
loss of ozone following an eruption. The QBO and ENSO phase 
contribute to year-to-year variability in stratospheric ozone con-
centrations and further complicate the attribution of individual 
processes to ozone loss (e.g., Telford et al., 2009). Changes in 
stratospheric ozone concentrations at mid-latitudes are closely 
linked to dynamical and radiative perturbations induced by vol-
canic eruptions in modeling studies (e.g., Telford et al., 2009; 
Aquila et al., 2013; Dhomse et al., 2014); this is similar to what 
has been found in SAI modeling studies. In addition, there are 
feedbacks between stratospheric ozone loss and stratospheric 
temperature variability in that stratospheric ozone loss results in 
less UV absorption, which in turn affects the aerosol heating rate 
(Kinne et al., 1992; Rosenfeld et al., 1997). 

Volcanic eruptions can also provide guidance on the spe-
cific SAI deployment strategies and the expected impacts. 
Observations and climate models reveal that volcanic eruptions 
can cause reductions in global precipitation, with complex re-
gional precipitation responses (e.g., Iles et al., 2013; Trenberth 
and Dai, 2007). Such a spin-down of the hydrological cycle is also 
observed in many SAI simulations (e.g., Kravitz et al., 2013). After 
the high-latitude eruption of Katmai (1912), where stratospher-
ic AODs were enhanced in the Northern Hemisphere, models 
simulate a significant shift of rain-bearing clouds associated with 
the intertropical convergence zone (ITCZ) toward the south. Two 
consequences of this shift were observed historic minimum river 

flows in both the Nile and Niger Rivers (e.g., Oman et al., 2006) 
and the lack of any Atlantic hurricanes (Evan, 2012). Such features 
appear to be due to the asymmetry of hemispheric stratospheric 
AODs, and this appears to be well represented in model simula-
tions of both volcanic eruptions and SAI (Haywood et al., 2013; 
Jones et al., 2017). Recognition of these features has contributed 
to efforts to minimize inter-hemispheric temperature gradients in 
SAI strategies (e.g., MacMartin et al., 2014a; Box 6-2).

SAI-induced heating in the lower tropical stratosphere will 
have a long-term effect on stratospheric dynamics (Aquila et 
al., 2014) that does not recover after a few years, as it does for 
volcanic eruptions (Brenna et al., 2021). Effects on the QBO, 
stratospheric water vapor concentrations, and ozone will there-
fore differ in magnitude and longevity between SAI and volca-
nic eruptions. For example, Aquila et al. (2014) and Jones et al. 
(2022) suggest that the QBO phase could be severely disrupted 
and potentially locked into the westerly phase by SAI under medi-
um SAI scenarios, although specific SAI strategies outside of the 
immediate equatorial region have been developed to mitigate 
that effect (Richter et al., 2017, 2018; Kravitz et al., 2019; Franke 
et al., 2021). In models, a positive phase of the NAO and associ-
ated continental winter warming and increased precipitation over 
northern Europe is a robust signal in simulations of SAI (Banerjee 
et al., 2021; Jones et al., 2021, 2022) but not in simulations of vol-
canic eruptions (e.g., Polvani et al., 2019). Continuous decadal-
scale injections of sulfur will lead to a continuous reduction in 
surface warming (or to surface cooling, depending on the SAI 
application), albeit smaller in magnitude than for pulsed volcanic 
SO2 emissions (Duan et al., 2019), while the effects of volcanic 
eruptions are shorter lived.

6A.4  PYROCONVECTION EVENTS AS 
NATURAL ANALOGUES FOR SAI

Extreme wildfires can generate deep thunderstorms (or py-
roCbs), which can inject large amounts of particles, water vapor, 
and other biomass-burning emissions into the stratosphere 
(Fromm et al., 2010). The pyroCb biomass-burning particles, 
which consist of organic carbon, inorganic components, and 
a significant fraction of black carbon (e.g., Wu et al., 2021), are 
transported within the stratosphere and have a residence time of 
months. For example, the stratospheric e-folding residence time 
of the 2017 Pacific Northwest (wildfire) Event (PNE) was about five 
months (Yu et al., 2019). The resulting particles can scatter sunlight 
back to space, absorb solar and terrestrial radiation, and impact 
the chemical and radiative equilibrium in the stratosphere. While 
biomass-burning aerosols have not been suggested as candidate 
SAI particles because of their strong radiative heating (Kravitz et 
al., 2012; Haywood et al., 2022), observations of pyroCb aero-
sols are useful for model evaluation purposes. However, the 
strong radiative heating could potentially be used to loft aerosols 
from the mid-troposphere to the stratosphere. Gao et al. (2021) 
estimate that black carbon with a concentration of 10 microgram 
per cubic meter could be sufficient to loft SAI material from 13.5 
km to ~20 km, utilizing solar absorption and the resulting lofting 
to reach the needed altitudes. 

A number of pyroCb events have been identified and ana-
lyzed using satellite measurements since the year 2000 (Fromm 
et al., 2010). Among them, the 2017 PNE (Peterson et al., 2018; 
Khaykin et al., 2018; Yu et al., 2019; Torres et al., 2020) and the 
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2019–2020 Southeast Australia New Year (SEANY; Khaykin et 
al., 2020; Kablick et al., 2020; Kloss et al., 2021; Schwartz et al., 
2020; Yu et al., 2021; Peterson et al., 2021; Rieger et al., 2021; 
Damany-Pearce et al., 2022) events injected the largest amounts 
of biomass-burning aerosols into the stratosphere. The estimated 
mass injected into the stratosphere by the PNE was 0.1–0.3 Tg
(Peterson et al., 2018). Estimates of the injected mass for the 
SEANY event range from 0.2 to 3.1 Tg (Khaykin et al., 2020; Yu 
et al., 2021; Hirsch and Koren, 2020), which is comparable to the 
~1.5 Tg SO2 emissions from the Kasatochi volcano (2008) in the 
Aleutian Islands and the emissions from the Sarychev (2009) and 
Raikoke (2019) volcanic eruptions in the Kuril Islands. The pertur-
bation of the global mean SAOD at mid-visible wavelengths by 
the SEANY biomass-burning particles is close to that from the 
Calbuco (2015) and Raikoke volcano eruptions (Figure 6A-2). 
In each of these cases, the stratospheric AOD perturbation takes 
over one year to return to background values (Khaykin et al., 
2020; Damany-Pearce et al., 2022).

The number and scope of pyroCb modeling studies are rela-
tively limited compared to those for volcanic eruptions. Modeling 
studies (Christan et al., 2019; Yu et al., 2019; Das et al., 2021; Yu 
et al., 2021; Osborne et al., 2022) show that the spatial-temporal 
distributions of the pyroCb biomass-burning particles can gener-
ally be well simulated by operational atmospheric dispersion and 
climate models. These model simulations assume emissions rates 
and use profiles derived from satellite retrievals as constraints 
and have been validated using downstream satellite retrievals, 
surface-based lidar observations, and in situ aircraft observations 
(e.g., Osborne et al., 2022). However, the present pyroCb mod-
eling is far from sufficient for a comprehensive understanding of 
key processes and impacts, based on the following shortcomings.

Remote sensing measurements show that significant 
amounts of water vapor, carbon monoxide, and acetonitrile 
were also lofted into the stratosphere during the SEANY pyroCb 
biomass-burning plumes (Schwartz et al., 2020; Khaykin et al., 
2020). Airborne and balloon-borne in situ measurements of the 
pyroCb biomass-burning plume composition are necessary to 
quantify the emissions, but these measurements are extremely 
rare at present. As a result, the composition and chemical and 

physical properties of the plume and the biomass-burning aero-
sol remain unclear, which prevents a comprehensive understand-
ing of the climate implications of the pyroCb biomass-burning 
particles.

Wildfire-generated pyroconvection transports large amounts 
of aerosols and other biomass-burning emissions into the upper 
troposphere in hours (Peterson et al., 2018). In models, this pro-
cess occurs at the sub-grid scale; convection and thunderstorms 
are usually too small to be fully captured by climate models, which 
typically have a spatial resolution of about 100 kilometers and a 
temporal resolution of about 1 hour. For this reason, in climate 
models (Christan et al., 2019; Yu et al., 2019; Das et al., 2021; 
Yu et al., 2021) pyroCb biomass-burning particles are injected 
directly into the upper troposphere, and the injection height and 
area are approximated using observations from remote sensing a 
day or so after the fire starts.

Measurements and modeling studies suggest that the py-
roCb smoke may significantly affect stratospheric ozone through 
similar heterogeneous reactions on the surface of the volcanic or 
SAI sulfate aerosols (Sections 3.2.1.3 and 4.2.3.2). Recent studies 
have implicated the SEANY fires and the resulting biomass-burn-
ing aerosol particles as a potential contributor to the anomalous-
ly deep and long-lived ozone hole that occurred in 2020 (e.g., 
Rieger et al., 2021; Solomon et al., 2022; Yook et al., 2022; 
Damany-Pearce et al., 2022). Due to insufficient knowledge on 
the heterogeneous reaction rate on the surface of organic aero-
sols, especially those (partly) coated with sulfuric acid, the esti-
mated ozone loss caused by the pyroCb biomass-burning parti-
cles is highly uncertain.

To reproduce these pyroCb events, climate models would 
need to include interactive aerosol-radiation feedbacks, sufficient 
stratospheric chemistry (e.g., heterogeneous chemistry, halogen 
chemistry, etc., which have not been studied for stratospheric 
biomass-burning aerosols), and accurate representation of the 
stratospheric background and volcanic aerosols. The injected 
particles can coagulate and grow in the stratosphere for months, 
and the effective size of the particles can evolve. Consequently, 
the size-evolving related aerosol microphysics needs to be well 
represented in climate models.

Figure 6A-2. (left) Stratospheric AODs from the Southeast Australia fires, compared to those from Raikoke and Ulawan eruptions 
(adapted from Kloss et al., 2021). (right) Stratospheric AOD from the 2017 PNE and 2019–2020 Australian fires, compared to that 
from the 2015 Calbuco and 2019 Raikoke volcanoes. [Adapted from Khaykin et al., 2020.]
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SCIENTIFIC SUMMARY

In its evaluation of future scenarios, this chapter uses reduced 
complexity models to calculate future impacts on ozone and cli-
mate. These models supplement the results from more complex 
models discussed in Chapters 3–6, with the added advantage that 
the simpler framework allows exploration of a greater number of 
scenarios and sensitivity experiments.

Post-Kigali Information of Interest 
• The Kigali Amendment to the Montreal Protocol, along 

with regional and national regulatory and voluntary ac-
tions taken before Kigali entered into force, is expected 
to substantially limit future climate forcing by HFCs. 
Assuming global compliance with the Kigali Amendment, it 
is expected that HFCs will cause a peak radiative forcing of 
about 100 mW m–2 by mid-century. This may be compared 
to some past projections of forcing absent the Kigali Amend-
ment or regulation under another convention, the highest 
being in excess of 400 mW m–2 in 2050, with substantial in-
creases after that. Given the regional and national regulatory 
and voluntary actions taken before Kigali entered into force, 
and assuming global adherence to the Kigali Amendment 
to the Montreal Protocol, the contribution of HFCs to global 
annual average warming is projected to be 0.04 °C in 2100 
(Chapter 2), with a continued decline after that time. 

• The elimination of all long-lived HFC emissions (includ-
ing HFC-23) from 2023 onward represents an extreme 
example of the potential opportunities for future HFC 
reductions and would reduce the average radiative 
forcing over 2023–2100 by 79 mW m–2, with additional 
benefits continuing after 2100. This is more than twice the 
benefit of eliminating all controlled ODS emissions from the 
baseline scenario and would reduce the warming attributable 
to all HFCs to less than 0.01 °C by 2100. Of the 79 mW m–2, 
51 mW m–2 arises from future production and usage of long-
lived HFCs (excluding HFC-23), 16 mW m–2 comes from future 
emissions from current banks, and 11 mW m–2 comes from 
emissions of HFC-23. 

• If emissions of HFC-23, a potent greenhouse gas, re-
main at the current relative level compared with HCFC-
22 production, HFC-23 has the potential to cause about 
half of the climate forcing (30 mW m–2) of all the other 
HFCs, combined, by 2100. HFC-23 is emitted into the 
atmosphere mainly as a by-product from the production of 
HCFC-22. Its emissions relative to the amounts of HCFC-22 
produced have not changed much in recent years and are 
higher than would be expected if state-of-the-art destruction 
had been performed during the HCFC-22 production pro-
cess. While the Kigali Amendment to the Montreal Protocol 
requires that HFC-23 be “destroyed to the extent practi-
cable,” this requirement and the connected reporting of 
emissions went into effect only on 1 January 2020, and thus 
reporting is still incomplete and the global response is un-
clear. Through 2019, the emissions of HFC-23 as a fraction of 

HCFC-22 production indicate that a considerable part of the 
produced HFC-23 was still being released unabated into the 
atmosphere. 

• Other sources of HFC-23 emissions to the atmosphere 
may exist and could contribute to its atmospheric bur-
den. There could be contributions to HFC-23 abundances 
through formation and loss during the production of tetra-
fluoroethene (TFE) and from the incineration of HCFC-22. 
Furthermore, direct emissions could grow from the use of 
HFC-23 in low-temperature refrigeration, although it is not the 
only refrigerant used in this application. 

• The Kigali Amendment’s control of high-GWP HFCs is 
expected to lead to overwhelmingly positive climate 
benefits. Nevertheless, there is a potential for certain 
negative side effects. Hydrofluoroolefins (HFOs) are in-
creasingly used for replacing high-global warming potential 
(GWP) HFCs in refrigeration, foam blowing, and various other 
applications. This replacement leads to less climate change. 
However, high-volume usage of CCl4 (carbon tetrachloride) as 
a feedstock in the production of HFOs, a usage and produc-
tion not controlled by the Montreal Protocol, could lead to 
sustained elevated abundances of CCl4 if current techniques 
are continued and some fraction of feedstock production con-
tinues to be emitted. A second side effect is that HFO-1234yf 
emitted into the atmosphere will be fully converted to the sta-
ble trifluoroacetic acid (TFA; see below).

• Trifluoroacetic acid (TFA), which is produced in the at-
mosphere from the degradation of HFCs, HCFCs, HFOs, 
and HCFOs, is not expected to harm the environment 
over the next few decades, although some regional 
concerns have been raised; periodic evaluation of this 
assessment is suggested, as important gaps in our un-
derstanding remain. This assessment is based on updated 
estimates of the TFA formation from current atmospheric con-
centrations of HFCs and HCFCs (hydrochlorofluorocarbons) 
and their projected decline, as well as the expected increas-
ing abundance of HFOs as HFC and HCFC replacements 
within the next years. With long-lived HFCs being replaced 
with high-TFA-producing, short-lived HFOs, more TFA will be 
formed in the atmosphere. Because of the shorter lifetime of 
HFOs, this TFA is expected to be deposited nearer to the loca-
tion of emissions. Other anthropogenic sources of TFA, such 
as the incineration of polytetrafluoroethene (PTFE), could also 
contribute. In view of changing and potential unknown sourc-
es, concentrations of TFA should be monitored for changes 
in different parts of the environment, with a special focus on 
highly populated regions and on the remote ocean. 

Updates on the Climate Impact of Gases Con-
trolled by the Montreal Protocol

• In the baseline scenario, future emissions of HFCs (ex-
cluding HFC-23), HFC-23, HCFCs, and CFCs contribute 
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approximately 68, 11, 9, and 9 mW m–2 to radiative 
forcing, respectively, averaged over the 2023–2100 
period. Of the 68 mW m–2 from HFCs, 51 mW m–2 arise from 
future production. For reference, CO2 (carbon dioxide) emis-
sions from fossil fuel usage over this time period are projected 
to contribute an average of about 3250 mW m–2 in the SSP2-
4.5 scenario. The total radiative forcing from CFCs, HCFCs, 
and their HFC replacements is projected to continue to re-
main roughly constant for the next decade or two. After about 
2040, the ODS and HFC restrictions of the Montreal Protocol, 
if adhered to, are expected to ensure a continued decline 
in the total RF from ODSs and their replacements. Previous 
expected increases in RF driven by projected HFC increases 
throughout the century are now mitigated by assumed com-
pliance with the Kigali Amendment.

• The effective radiative forcing of the halocarbons has 
been revised to encompass lower values due to a larg-
er range of estimated negative forcing from the ozone 
depletion they cause. This offset of the halocarbon direct 
radiative forcing remains highly uncertain.  

Ozone-Depleting Substances (ODSs) and 
Their Replacements: Impacts on Ozone and 
Climate 

Below, we discuss potential trajectories of equivalent effec-
tive stratospheric chlorine (EESC; a proxy for ozone depletion) 
and radiative forcing (a proxy for climate change) that result 
from our current understanding of the emissions of individual 
gases or groups of gases and the processes that lead to these 
emissions. We reference these potential changes to the so-called 
baseline scenario, which should be considered a plausible future 
pathway for these gases that is consistent with the controls of the 
Montreal Protocol. The specific assumptions made in the base-
line scenario can be extremely important to the results. Note 
that the combined impact of changing assumptions is not always 
simply the addition of each of the changes. It is also important 
to recognize that the return date of EESC to 1980 levels is quite 
sensitive to any change in the EESC concentration because of 
the relatively small rate at which the EESC is projected to decline 
around the middle of this century. While a change in the return 
date to 1980 EESC levels measured in tenths of years or even a 
few years cannot be discerned in the atmosphere, primarily due 
to natural variability, this metric can be useful for comparing var-
ious alternative ODS scenarios.

It should also be noted that the EESC formalism adopted 
here is the same one that was applied in Appendix 6C of the  2018 
Assessment and reflects our improved scientific understanding of 
EESC (see Section 7.3). This alters the time evolution of EESC and 
dates when EESC returns to 1980 levels when compared with the 
older approach used in the main part of Chapter 6 of the 2018 
Assessment, but it has little effect on the relative impacts of the 
various alternative future scenarios. If EESC comparisons are 
made with the 2018 Assessment, it is most appropriate to com-
pare to those found in Appendix 6C rather than in Table 6-5 of 
that Assessment.

• Changes in the current baseline scenario lead to a delay 
in the return of mid-latitude and polar EESC to 1980 lev-
els by 4 years and 7 years, respectively, compared with 
the baseline scenario in the previous Assessment. This 

is due mainly to a larger assessed CFC-11 bank, and to 
a lesser degree, to a larger assessed CFC-12 bank. The 
larger bank for CFC-11 does not include any explicit increase 
due to unreported production over the past decade, as that 
amount is highly uncertain. 

• The unexpected emissions of CFC-11 declined after 
2018. The continued elimination of this emission and 
the production that has caused it will prevent a substan-
tial impact on ozone and climate. Cumulative unexpected 
emissions over 2012–2019 have been estimated at 120–440 
Gg. Since then, these annual emissions have diminished sub-
stantially from their peak amount. The integrated emissions 
over this period are calculated to lead to a delay in the return 
of mid-latitude EESC to 1980 levels by about one year and to 
cause an additional radiative forcing of 2 mW m–2 averaged 
over 2023–2100. It is unclear how much of the production 
that led to these emissions has gone into banks, as opposed 
to having already been emitted. If the unexpected emissions 
over 2012–2019 were associated with the production of insu-
lating foams, it is estimated that they would have accounted 
for 25% to 45% of the unreported production, with the rest 
(146–1320 Gg) going into the CFC-11 bank. The impact of 
any increase in the bank can be estimated from knowing that 
a hypothetical 1000 Gg added to the 2020 bank delays the 
return of mid-latitude EESC to 1980 levels by almost four years 
and leads to an additional averaged radiative forcing over 
2023–2100 of about 6 mW m–2. 

• The hypothetical elimination of all future ODS emis-
sions would bring forward the return of mid-latitude 
and polar EESC to 1980 levels by 16 years and 19 years, 
respectively, and increase the average of global strato-
spheric ozone levels in the period 2020–2070 by about 
2 DU. It would also reduce average radiative forcing by 31 
mW m–2 averaged over 2023–2100. These emissions are 
dominated by the release from current banks, with a smaller 
contribution from future production of ODSs that is controlled 
by the Montreal Protocol and emissions associated with pro-
duction intended for feedstock purposes. Estimates of bank 
sizes are highly uncertain though; the bank approach used in 
the scenarios here has resulted in substantially larger 2020 
banks than estimated in the previous Assessment. 

• In the baseline scenario, future emissions from current 
CFC banks contribute more to EESC than do emissions 
from either HCFC banks or halon banks. However, given 
the uncertainty in estimates of current bank sizes, these differ-
ences are likely not statistically significant. An elimination of 
the emissions from the CFC banks are calculated to bring for-
ward the return of mid-latitude EESC to 1980 levels by about 
5 years. In this chapter, there is no evaluation made regarding 
the accessibility of various banks in terms of recapture and 
destruction.

• In the baseline scenario, future emissions from current 
HCFC banks contribute more to climate change than do 
future emissions from either CFC banks or halon banks. 
However, the differences in the climate impacts between the 
banks of HCFCs and CFCs are likely not statistically significant. 
Again, there is no evaluation made regarding the accessibility 
of various banks in terms of recapture and destruction.
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• Elimination of future emissions of methyl bromide 
(CH3Br) from quarantine and preshipment (QPS) ap-
plications, not controlled by the Montreal Protocol, 
would accelerate the return of mid-latitude and polar 
EESC to 1980 levels by about two years and would in-
crease globally averaged total ozone by 0.2 DU when 
averaged over 2020–2070. Production for QPS use has 
remained relatively stable over the last two decades and now 
constitutes almost 99% of reported production of CH3Br, 
since emissions from other uses have declined dramatically. 
Non-QPS applications of CH3Br were completely phased out 
in 2015, except for approved critical use exemptions (CUEs). 
These CUEs have declined by a factor of ~200 since 2005 and 
make up the remaining ~1% of reported production. CH3Br 
has little direct impact on climate.

• Otherwise controlled ODSs have increasingly been 
used as feedstocks. With estimated emission rates of 
2–4% (4.3% for CCl4) from the produced ODSs, this 
has resulted in estimated emissions associated with 
ODS feedstock applications of 37–59 Gg (15–19 ODP-
Gg) in 2019. The influence on ozone of these emissions 
was dominated by emissions from the feedstock use 
of CCl4. When compared to the baseline scenario, in 
which these emissions continue at current levels, an 
elimination of emissions associated with feedstock use 
would bring forward the return of mid-latitude and 
polar EESC to 1980 levels by about 4 and 5 years, re-
spectively. Between 2009 and 2019, the mass of ODSs used 
as feedstocks, which is not controlled under the Protocol, 
increased by 75%. When expressed in units of Gg ODP (Gg 
multiplied by the ozone depletion potential), the increase in 
feedstock-linked production was only 41% over the same pe-
riod, as HCFC-22, with a relatively low ODP, was responsible 
for the highest growth. Eliminating all these emissions in the 
future would reduce averaged radiative forcing by 6 mW m–2 
compared with the baseline scenario.

• Of the feedstock production reported, estimated emis-
sions from CCl4 and HCFC production dominate the 
impact on climate over the coming decades. These two 
groups lead to an increased average radiative forcing 
over 2023–2100 of 5 mW m–2 in the baseline scenario. 
The size of this climate effect is dependent on the assumptions 
made in the baseline scenario regarding feedstock produc-
tion growth.

• CCl4 feedstock production and usage increased by a 
factor of about two within the last decade. If CCl4 emis-
sions associated with these allowed uses continue to 
grow through 2030 as they have been growing over 
the past decade, future CCl4 atmospheric concentra-
tions will decline more slowly and will be about twice 
as high (+20 ppt) in 2100 than in the baseline scenario, 
in which feedstock-related emissions remain constant. 
As reported in the 2018 Assessment, CCl4 emissions inferred 
from atmospheric observations continue to be considerably 
higher than those estimated from feedstock uses, as reported 
to the United Nations Environment Programme (UNEP), and 
other known sources. CCl4 emissions related to its feedstock 
production and usage have been assessed to be 4.3% of the 
produced amount of CCl4, with a relatively large associated 
uncertainty. Calculated as ODP-weighted emissions, the 

emissions from feedstock use of CCl4 in 2019 was 11.2 ODP-
Gg yr–1, or 60–74% of all feedstock-related emissions. This is 
important, as the usage of CCl4 is projected to continue to 
increase because of its application in the growing production 
of HFOs in the replacement of the long-lived HFCs. An elim-
ination of all future CCl4 emissions associated with feedstock 
usage would reduce radiative forcing by about 2 mW m–2 
compared with the baseline scenario when averaged over 
2023–2100.

• In addition to CCl4, the most important contributions to 
ODP-weighted emissions from other ODSs used as feed-
stock are from CFC-113 and CFC-114 (2.3–4.6 ODP-Gg), 
from HCFC-22 (0.5–1.1 ODP-Gg), and from the sum of 
other HCFCs (0.1–0.3 ODP-Gg), with the highest contri-
bution from HCFC-142b. These values are based on estimat-
ed emissions of 2–4% relative to the production amount. The 
increased use of HCFC-22 and other HCFCs as feedstocks for 
fluoropolymer production within the last decades is expected 
to continue into the future. On the other hand, the usage of 
feedstock chemicals for the production of HFCs will likely de-
cline because of the Kigali Amendment. 

• The production and usage of short-lived chlorinated 
solvents is not controlled by the Montreal Protocol, and 
some are used in large amounts. Their impact on strato-
spheric ozone, and their ODPs, vary depending on the 
season and location of emissions and could grow in the 
future even as emissions from long-lived ODSs decline. 
More than 1600 Gg of CHCl3 (chloroform) are used as feed-
stock in the production of HCFC-22. Emissions from CHCl3 
used as a feedstock are comparable to its solvent emissions. 
CH2Cl2 (dichloromethane), TCE (trichloroethene), and PCE 
(perchloroethene) are also used as feedstock chemicals, al-
though their emissions are dominated by emissive uses (e.g., 
from solvents).

• Sustained increases in anthropogenic chlorinated very 
short-lived substance (VSLS) emissions, as seen for 
CH2Cl2 over the last two decades, would lead to more 
stratospheric ozone depletion in the future. While ob-
served growth rates of CH2Cl2 have been highly variable and 
future projections are believed to be highly uncertain, emis-
sions have continued to increase since the last Assessment. If 
emission rates remain constant at their present level into the 
future, CH2Cl2 is projected to deplete 0.8–1.7 DU averaged 
over 2020 to 2070 compared to a case of zero future emis-
sions. Any reduction in the production and consumption of 
CH2Cl2 would have a rapid impact on ozone, since this VSLS is 
both emitted soon after production and is cleansed out of the 
stratosphere within a few years. 

• A reduction in future N2O emissions from that in the 
baseline scenario (SSP2-4.5) to that in the SSP scenario 
with the strongest N2O mitigation (SSP1-1.9) results in a 
0.5 DU increase in ozone averaged over 2020 to 2070, 
or about one-quarter of the impact of eliminating all 
emissions from controlled ODSs beginning in 2023. This 
emission reduction also leads to a radiative forcing reduction 
of 43 mW m–2 averaged over 2023–2100. The magnitude of 
this N2O reduction represents a decrease in anthropogenic 
N2O emissions of 3% compared with the baseline scenario 
when averaged over 2020 –2070.
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Figure 7-1. Impacts of various alternative scenarios and test cases on total column ozone (averaged over 2020 through 
2070) and radiative forcing of climate (averaged over 2023 through 2100) compared with the baseline scenario. The 
scenarios and cases include reduced N2O emissions (SSP1-1.9 scenario), elimination of emissions for HFCs, HFC-23, CH2Cl2, and 
CCl4 (excluding emissions from feedstock production and usage) starting in 2023, elimination of future production of CH3Br and 
HCFCs starting in 2023 (excluding feedstock production and usage), and elimination and destruction of banks of halons, HCFCs 
and CFCs in 2023. Also considered are the unexpected CFC-11 emissions over 2012–2019 (assumed to be 280 Gg in total), an 
additional 1000 Gg in the 2020 CFC-11 bank, elimination of all feedstock-related emissions starting in 2023, and a case in which 
feedstock-related emissions are allowed to grow at their current growth rates through 2030 and are then held constant. Potential 
climate benefits from improved energy efficiency in the refrigeration and air conditioning sector are not included here, and are 
thought to have the potential to have an impact much larger than that of any of the scenarios and cases considered here. For 
reference, current total column ozone depletion is about 2% when averaged over 60°S–60°N, and the current radiative forcing 
from CO2 is about 2 W m–2.     
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Impacts of Mitigation Options and Particular 
Scenarios

Figure 7.1 (also shown as Figure ES-8 in this document) 
shows the ozone and climate-relevant changes that would 
occur if various actions were to be taken. These changes are 
shown as the differences in global total column ozone av-
eraged over 2020–2070 and in radiative forcing averaged 
over 2023–2100, both relative to the baseline scenario, 
which includes the Kigali Amendment controls for HFCs in 
Annex F, Group 1. The options available to hasten the recovery 
of the ozone layer are somewhat limited, mostly because past ac-
tions have already been very successful at reducing emissions of 
ODSs and their replacements.

• For the ODSs, the single most effective ozone depletion and 
climate change mitigation option, not considering technical 
feasibility, is bank recapture and destruction of the CFC banks; 
however, large uncertainties in the CFC-11 and CFC-12 banks 
have been reported in the literature, with the recent produc-
tion associated with the unexpected emissions of CFC-11 fur-
ther adding to uncertainties in the bank sizes. Furthermore, 
no assessment has been made here regarding the fraction of 
the banks that are accessible for capture or the fraction that 
are active.

• For CH3Br, elimination of production for currently uncon-
trolled QPS applications is shown.

• For CCl4, the impact of eliminating emissions from controlled 
production starting in 2023 is shown. 

• For CH2Cl2, an uncontrolled ozone-depleting gas with an at-
mospheric lifetime of ~180 days, future emissions continue to 
have the potential to lead to more ozone depletion than emis-
sions from many of the other alternative scenarios explored 
here. CH2Cl2 is emitted mainly from Asia, and emissions and 
concentrations have been growing steadily in recent years. 

• For N2O, the impacts of a strong mitigation scenario (SSP1-1.9) 
are compared to the base-line scenario (SSP2-4.5). 

• For HFCs, the impact of a hypothetical complete global 
phaseout of production (excluding HFC-23) starting in 2023 
is shown. An additional scenario is included in which HFC-23 
emissions are reduced to virtually zero, consistent with the 
current best practice of incineration, rather than the assumed 
emissions rate of 1.6% of HCFC-22 production included in the 
baseline scenario, in order to show the effect of nearly elimi-
nating by-product emissions.

Updates on Impacts of Greenhouse Gases 
and Other Processes on Future Stratospheric 
Ozone

In this section, we summarize potentially important impacts 
on the future of the ozone layer that could result from anthropo-
genic activity not associated with ODS or replacement produc-
tion and consumption and that is not controlled by the Montreal 

Protocol. Net stratospheric cooling, which is projected in many 
scenarios due to increases in greenhouse gas concentrations, is 
predicted to lead to increases in upper-stratospheric ozone at 
all latitudes, with a more complex pattern of ozone changes in 
the lower stratosphere, including a decrease at tropical latitudes 
driven by changes in dynamics and transport; these processes 
are discussed in detail in Chapters 3 and 4. Potential climate 
intervention activities that may affect ozone are discussed in 
Chapter 6.

• Our ability to accurately predict future changes in the 
ozone layer continues to be limited more by uncertain-
ties in the future levels of CO2, CH4 (methane), and N2O 
than by uncertainties in the levels of ODSs. Global mean 
tropospheric warming, as well as stratospheric cooling, will 
drive ozone changes through both atmospheric circulation 
and chemistry, while changing CH4 and N2O will lead to fur-
ther changes in the chemistry associated with stratospheric 
ozone. Future ozone levels depend on the path of green-
house gas emissions and aerosol abundances, as well as the 
sensitivity of the climate system to these emissions. 

• Rocket launches presently have a small effect on total 
stratospheric ozone (much less than 0.1%). However, 
rocket systems using new propellants (e.g., hydrogen 
and methane) could exert a substantial influence in the 
future. The future scenarios of space industry emissions con-
sider the potential for a significant increase in launch rates, 
the adoption of new launch-vehicle propellants, and an in-
crease in middle-atmosphere aerosol and the production of 
NO (nitrogen monoxide) by reentering space debris. Many of 
the impacts of rocket activity involve chemistry and radiative 
interactions that are poorly understood and, in some cases, 
not yet studied. Furthermore, the planned development of 
massive low-Earth orbit satellite constellations (megaconstel-
lations) could cause particulates resulting from space debris 
reentry to become comparable to that from launch emissions; 
little is known about the impacts of reentry particles, and their 
accumulation in the stratosphere has not been modeled. The 
uncertainties in these processes and in any potential new 
emission sources limit the confidence level of predictions of 
present and future impacts of space industry emissions on 
stratospheric ozone. Periodic assessment and critical knowl-
edge gap identification are warranted.

• The influence of hydrogen as an energy carrier on 
stratospheric ozone remains uncertain. Hydrogen-based 
energy will likely play a role in a future non- or reduced-fossil 
economy. However, if it is not a dominant energy carrier, it is 
unlikely that it will significantly affect ozone. This statement 
should be reevaluated periodically.

• The impacts of supersonic aircraft on stratospheric 
ozone are discussed in Chapter 4. 

• Climate intervention approaches that affect the strato-
spheric ozone layer are discussed in Chapter 6. 
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7.1 INTRODUCTION

As documented by many prior WMO Ozone Assessments, 
control measures introduced under the Montreal Protocol and its 
Amendments have been resoundingly successful, as evidenced 
by the 99% reduction in the reported production of ODSs since 
the peak in the late 1980s. As the ozone-depleting substances 
(ODSs) have been successfully replaced by hydrofluorocarbons 
(HFCs) and through other measures (Chapters 1 and 2), indica-
tions of reduced ozone depletion are emerging (Chapters 3 and 
4). While HFCs do not contribute to ozone depletion, they do 
contribute to climate change and were recently included in the 
Montreal Protocol through the Kigali Amendment. 

This chapter provides an update to Chapter 6 of the 2018 
Assessment. It focuses on possible options and sensitivity scenari-
os to support policymakers in decisions related to further protect-
ing stratospheric ozone and minimizing effects on climate from 
ODSs and their replacements. As production and consumption 
of controlled ODSs have continued to decline, policy options for 
reducing their future emissions have become somewhat more 
limited; however, some options remain that have notable poten-
tial for ozone and climate protection. Some of these are related to 
ODSs and their replacements, and some are not. 

Policy-relevant issues discussed in this chapter include: 1) 
climate and ozone depletion impacts of future ODS and HFC 
emissions from multiple sources, including continued production 
for use as feedstocks; 2) future climate and/or ozone depletion 
impacts from continued production and use of other short- and 
long-lived compounds not currently controlled; 3) other future 
environmental effects of ODSs, HFCs, and short-lived replace-
ment compounds; and 4) potential impacts of future high-altitude 
transportation and satellite activities. 

In the rest of this section, key points from WMO (2018) are 
summarized, followed by a description of the objectives and the 
contents of this chapter.

7.1.1 Summary of Findings from the Previous 
Assessment

The Kigali Amendment to the Montreal Protocol went 
into force on 1 January 2019, around the time the 2018 Ozone 
Assessment was published. Some of the key findings from that 
Assessment involved the Kigali Amendment. Specifically, the 
large expected climate benefit of that Amendment was assessed, 
and the benefits of faster and deeper controls on HFC production 
and consumption were explored. Other key findings in Chapter 
6 of the previous Assessment (Carpenter, Daniel et al., 2018) in-
cluded the following:

• A proposed N2O mitigation option was highlighted as having 
a larger impact on CO2-equivalent emissions over 2020–2060 
than even the elimination of all emissions of controlled ODSs.

• Emissions of ODSs from the estimated banks were assessed to 
be slightly more important than future production for ozone 
depletion over the next four decades.

• CCl4 emissions, as projected, continued to have the largest in-
fluence on future stratospheric ozone of all controlled ODSs.

• The importance of destroying HFC-23 (a by-product of the 
production of HCFC-22) to limit its future climate impact was 
underscored.

• The role of climate change, and specifically the influence of 
future CO2 levels, on stratospheric ozone was highlighted.

• The existence of large gaps in our understanding of how fu-
ture rocket activity might affect stratospheric ozone levels was 
raised.

• The continuing gaps in our understanding of the trifluoroace-
tic acid (TFA) budget were pointed out, along with the expec-
tation that TFA would not rise to levels that would harm the 
environment over the next few decades.

7.1.2 Key Issues to Be Addressed in This 
Chapter

In this chapter, we describe updates to our understanding of 
actions related to the Montreal Protocol and its Amendments that 
could alter the recovery of the ozone layer and impact Earth’s cli-
mate or other parts of the natural environment. In addition, other 
potential threats to and influences on the ozone layer are dis-
cussed. As in previous Assessments, we use equivalent effective 
stratospheric chlorine (EESC) as a proxy for the amount of strato-
spheric ozone depletion caused by ODSs that contain chlorine 
and/or bromine and reside in the atmosphere for more than a few 
months. The return of EESC to 1980 values is used as a metric to 
compare different future scenarios related to altered production, 
emissions, and banks of ozone-depleting ODSs on ozone layer 
recovery. The EESC formulation used here is based on Engel et 
al. (2017) and was described in Section 6.4.1 in Carpenter, Daniel 
et al. (2018), with scenario results shown in Appendix 6C of that 
chapter. This represents a different approach to calculating EESC 
than used in Ozone Assessments before 2018.

In addition to EESC, we use 2-D model simulations to esti-
mate changes in future ozone depletion for various scenarios. 
The 2-D model is needed to quantify the effect of the various 
scenarios on ozone itself and to evaluate compounds that cannot 
be easily quantified with EESC or do not affect ozone through 
halogen chemistry (e.g., CO2, CH4, and N2O). The 2-D model is 
used here in scenario evaluation rather than a 3-D model since it 
has been shown to capture the key necessary processes for emis-
sions of long-lived source gases, including long-term changes in 
EESC, the Brewer-Dobson circulation (as reflected by the strato-
spheric age of air), and projections of future ozone (see, e.g., 
Appendix 6B of WMO, 2018). Thus, the substantially increased 
computational cost of running a 3-D model is deemed too great 
for the added benefit. The exception to this is when considering 
the short-lived CH2Cl2, for which we use published 3-D model 
calculations of ozone depletion potential (ODPs) to estimate 
the impact of future emissions scenarios on ozone depletion. 
Note that 3-D model projections of global and polar ozone and 
analyses of expected recovery dates are presented in Chapters 3 
and 4. These 3-D model calculations and the 2-D model include 
changes in greenhouse gas levels and in atmospheric transport, 
and thus their recovery dates are not expected to be the same as 
the recovery dates determined from EESC alone. 

Our ability to reasonably constrain future changes in the 
ozone layer continues to be limited more by uncertainties in the 
future levels of CO2, CH4, and N2O than by uncertainties in the 
levels of ODSs, owing to the fact that the Montreal Protocol has 
highly constrained future ODS trajectories. Importantly, ozone 
levels in some regions of the atmosphere could exceed historic 
natural levels if CO2 and CH4 mixing ratios, in particular, continue 
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to increase in the future, with possible consequences to humans 
and natural ecosystems, assuming natural levels represent a 
desired balance. The influence of CO2 on stratospheric ozone 
occurs primarily through its role in the climate system as a driver 
of change in stratospheric temperatures and atmospheric circula-
tion. The influences of CH4 and N2O occur primarily through their 
roles as chemical reagents in the atmosphere. ODSs themselves 
are greenhouse gases, and their influence on climate and ozone 
layer depletion are intricately intertwined. We discuss these influ-
ences separately for clarity of presentation. 

A foundational aspect of this chapter is the choice of scenari-
os used to assess future possible impacts on ozone depletion and 
climate change. These scenarios begin with a baseline scenario, 
against which others are compared. The baseline scenario is not 
a “most likely” scenario, nor is it a prediction. It consists of a plau-
sible set of well-defined production or emissions assumptions, 
depending on the gas. The primary purpose of the baseline and 
alternative scenarios is to assess the impacts of various sources 
of future production and emissions on ozone depletion and cli-
mate change. Notice that the various actions associated with the 
alternative scenarios discussed later in this chapter affect future 
ozone to a much smaller degree than what has already been 
accomplished by the Montreal Protocol. Some of the specific 
activities that could be important to future ozone depletion and 
climate change are explored in this chapter through simulations 
and include the following:

• Using the latest atmospheric observations of ODS mixing ra-
tios, latest current bank estimates, and latest global lifetimes 
to develop new ODS scenarios; these scenarios are used to 
explore the impacts of future emissions from banks and pro-
duction on the return of EESC to 1980 levels, on ozone de-
pletion itself, as well as on climate forcing. In addition to sce-
narios in the previous Assessment, emissions from feedstock 
production and use are explicitly included for several ODSs.

• Generating future scenarios for the emissions of HFC-23, 
which is closely associated with the production of HCFC-22.

• Incorporating future emissions scenarios for the other key 
HFCs, developed in Chapter 2, into the analysis of future cli-
mate impacts from anthropogenic activities.

• Developing an analysis for assessing the future contribution of 
HFOs and HFCs to TFA in precipitation and in sea water.

• Providing an updated assessment of the potential impact of 
very short-lived substances (VSLSs) on future ozone depletion.

• Assessing plausible impacts of the recent unexpected emis-
sion and associated production of CFC-11 on future ozone 
depletion and discussing the current status and remaining key 
uncertainties associated with this issue.

• Using the latest generation of climate scenarios, which in-
clude greenhouse gas emissions and mixing ratios, to re-
assess the potential future impact of CO2, CH4, and N2O on 
ozone abundances.

• Including an expanded modeling capability to explore the 
future impact of revised CFC-11 and CFC-12 bank estimates 
(unrelated to the unexpected emissions issue).

• Briefly summarizing the potential gains that can be achieved 
through a focus on energy efficiency in air-conditioning and 

refrigeration applications as the world transitions away from 
long-lived HFCs. This is discussed in more detail in Chapter 2.

• Assessing the potential impact of a foreseeable large increase 
in future rocket launches, including possible changes in their 
propellants, as well as estimating the effect of a planned fleet 
of new supersonic airplanes on the ozone layer.

7.2 ISSUES OF POTENTIAL IMPORTANCE TO 
STRATOSPHERIC OZONE AND CLIMATE

7.2.1 ODSs Controlled Under the Montreal 
Protocol and VSLSs

In this section, current and future emissions of ODSs and 
VSLSs are discussed. As emissive uses of ODSs are increasingly 
controlled by the Montreal Protocol, emissions from the direct ap-
plication of these substances are now largely restricted to hydro-
chlorofluorocarbons (HCFCs) mostly from Article 5 countries, and 
to exempted applications of methyl bromide (CH3Br). However, 
emissions are ongoing from built-in ODSs (i.e., banks) and from 
the usage of ODSs and VSLSs as building blocks in the synthesis 
of other chemicals (i.e., feedstocks). Additionally, some unin-
tended emissions of halogenated intermediates and undesired 
by-products, which arise during the production of halogenated 
compounds, are occurring.

7.2.1.1 Emissions from Usage 
Production and consumption of CFCs, CCl4 (carbon tetra-

chloride), and CH3CCl3 (trichloroethane, methyl chloroform) have 
been banned for emissive uses under the Montreal Protocol. 
Nevertheless, because of the perceived use of CFC-11 in foam 
blowing in eastern China and potentially other parts of the 
world, emissions of CFC-11 increased between 2012 and 2018, 
when compared with the preceding years. After Montzka et al. 
(2018) and Rigby et al. (2019) highlighted this increase, emis-
sions dropped considerably in 2019 (Chapter 1). WMO (2021) 
estimates that cumulative emissions that originated from this as-
sociated production were 120 –440 Gg over 2012–2019. There 
are still large ongoing emissions of CCl4 and, to a minor degree, 
of several CFCs and CH3CCl3. Large-scale unreported production 
seems to be an unlikely source for these compounds, but emis-
sions from banks (Section 7.2.1.2) and fugitive emissions from loss-
es during production and usage of feedstocks (Section 7.2.1.3) 
could be playing an important role.

For HCFCs, the overall demand for emissive uses has been 
declining for several years due to increasingly stringent controls 
by the Montreal Protocol and adequate financial support by the 
Multilateral Fund for conversions. The significant remaining ap-
plications in Article 5 countries are in the refrigeration, air-condi-
tioning, and foam sectors. For refrigeration and air-conditioning, 
there is still demand for HCFC-22 for the servicing of existing 
equipment, as a substantial part of the charged amount is emit-
ted over time. In non-Article 5 countries, where the infrastructure 
exists, the remaining HCFC-22 demand in the air-conditioning 
sector is now met from recovered and reclaimed HCFC-22 or 
from recycled materials. In the USA, there is no specified end-
date for the use of reclaimed or recycled HCFC-22 in air-con-
ditioning equipment, so emissions will continue at some level 
until all HCFC-22-based equipment has reached the end of its 
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operational life. In Article 5 countries, recovery is less likely, as 
newly produced chemical material continues to be available and 
reclamation infrastructure is less well established. 

For the foam sector, HCFC-141b remains the primary 
ozone-depleting blowing agent still in use in Article 5 countries, 
albeit with some HCFC-22 and HCFC-142b used as gaseous 
blowing agents in extruded polystyrene. However, most, if not 
all, of this use is limited to those Article 5 countries where HCFC 
Phaseout Management Plans (HPMPs) are still ongoing. For 
foams, there is no economical recovery route for recycling the 
HCFC-141b that is already incorporated into products. Hence, any 
remaining demand in Article 5 countries will have to be met from 
new supplies. The Montreal Protocol has set the phaseout date 
for all newly produced HCFCs in Article 5 countries as 2030, but 
most HPMPs at the country level foresee phaseouts of use ahead 
of that date. The remaining uses of HCFC-141b as a blowing agent 
tend to be in smaller enterprises where the investment to use al-
ternative blowing agents is prohibitive. For example, in the case 
of polyurethane spray foam applications, the use of hydrocarbon 
blowing agents has not been adopted for safety reasons. At the 
point of in situ applications of these spray foams, emissions of 
around 15–20% of the blowing agents in question occur.

CH3Br is globally banned from use in agriculture with only 
critical-use exemptions (CUEs) allowed. However, quarantine 

and pre-shipment (QPS) uses are not restricted, albeit production 
for these uses has to be reported. CUEs declined from nearly 
20,000 t in 2005 to currently <30 t (TEAP, 2021a). This amount is 
insignificant in comparison with the usage in QPS of about 9000 t
in 2019 (Chapter 1).

Halons are completely banned except for critical uses, such 
as in civil aircraft. Fire extinguisher refilling uses recycled halons, 
for which a global market exists, and emissions are restricted to 
maintenance and to usage during fire events.

7.2.1.2 Emissions from Banks
When equipment is produced that contains halocarbons, a 

part of the quantity used is emitted during the production, while 
the rest is contained within the equipment for its intended use 
and is subject to later release. This reservoir of stored halocarbons 
within equipment is referred to as halocarbon banks. Quantifying 
existing banks and their contribution to future emissions is key to 
interpreting the sources of ongoing halocarbon emissions and 
estimating future potential emissions. Box 7-1 explains the char-
acteristics of banks and their long-term behavior, as well as the 
ways that have been used to calculate the amounts of ODSs and 
replacement compounds stored in banks at a given time. As dis-
cussed in Section 7.4, accurate knowledge of the sizes of current 
banks is a key aspect in projecting future ODS mixing ratios and 
the resulting ozone depletion as well as climate forcing.

Box 7-1. Banks

In the context of ODSs, “banks” refers to equipment and applications that contain ODSs. These ODSs will eventually be released 
to the atmosphere if pre-emptive action of capturing and destroying them is not taken. Bank characteristics, such as magnitude and 
release rates, differ by compound and their respective uses. For example, compounds used in foam have long residence times within 
their banks (~2% yr–1 release rates), uses such as refrigeration and air-conditioning have moderate residence times (~10% yr–1 release 
rates), and compounds in applications such as for aerosol generation and use as solvents are emitted quickly (~50 –100% yr–1 release 
rates) (Ashford et al., 2004). Release rates also vary depending on the life cycle phase. The technological ease of bank capture de-
pends on the type of application and life cycle phase. Banks existing in products still in use are referred to as active banks, and once 
products have been decommissioned and reside in a landfill or in some other waste stream (TEAP, 2021b), these banks are referred 
to as inactive and are generally more difficult to capture and are likely to have different release rates.

Previously published bank estimates have varied widely due to the widespread use of ODSs and the associated difficulty in 
assessing the total amount of equipment and applications containing ODSs, as well as different modeling approaches and assump-
tions. International assessments prior to 2006 primarily relied on top-down analyses, where banks were estimated as the cumulative 
difference between production and emissions. Bank estimates in this approach are very sensitive to small biases in annual emissions 
and production estimates, with the resulting biases in bank estimates increasing over time (Velders, Daniel et al., 2014). Biases in 
emissions can be caused by biases in atmospheric mixing ratio observations and in ODS lifetime estimates. Biases in production can 
result from biases in production figures reported to the Ozone Secretariat, for example.

In bottom-up estimates (e.g. Ashford et al., 2004; IPCC/TEAP, 2005), the inventory of sales, by-product, or equipment type 
are carefully tallied along with estimated release rates by application use. While there are reasonable estimates for production and 
leakage rates of various equipment types, these estimates are also subject to uncertainties. Bottom-up methods are generally in-
dependent of observed atmospheric mixing ratios and the estimated lifetimes of the various ODSs.

Since 2006 and the publication of bottom-up bank estimates (IPCC/TEAP, 2005), international assessments have used a hybrid 
approach that starts with bottom-up bank estimates in a given year and uses the top-down method to propagate banks forward 
in time, using yearly reported production and observationally derived emissions. In the present Assessment, we adopt a Bayesian 
analysis of banks (Lickley et al., 2020, 2021, 2022). In the Bayesian method, banks are estimated by developing initial (prior) bank 
estimates where production is associated with the application and equipment type following the bottom-up method, relying on 
reported and published data, accounting for large uncertainties in production and leakage rates, and then finding the best (in a 
Bayesian sense) parameters that are statistically consistent with atmospheric mixing ratios. The result is a final (posterior) distribution 
of banks by equipment type, along with an updated estimate of release rates for each equipment type (Lickley et al. 2020, 2021, 
2022).



Chapter 7

399

7.2.1.3 Emissions from Feedstock Production 
and Usage

Although the produced quantities of ODSs used as feed-
stocks must be reported by the Parties to the Montreal Protocol, 
they are exempted from controls. This exemption was granted 
under the assumption that emissions during production and 
usage of feedstocks are small. In this section, the fugitive emis-
sions of ODSs, HFCs, and VSLSs from production and uses of 
feedstock are evaluated. Many feedstock chemicals contain 
chlorine, some or all of which is displaced by fluorine by using HF 
(hydrofluoric acid) in the process of manufacturing the final halo-
genated product. Table 7-1 and Figure 7-2 summarize the most 
important chlorinated feedstocks, intermediates, by-products, 
and their halogenated products, which are most relevant for the 
Montreal Protocol and the Kigali Amendment. Whereas interme-
diates are substances that can be used further to produce the final 
product, undesired by-products are also produced in the process 

but cannot usefully react further and are therefore removed from 
the final product for destruction or potential release into the at-
mosphere. Feedstock-related emissions can occur during the 
production of the feedstock chemical, from its storage, and/or 
during transport (Box 7-2). Finally, emissions occur during the 
conversion to the final product, which may require several inter-
mediate stages, consisting of fugitive leaks in the storage and/
or transport processes, and possible trace residual levels in the 
ultimate products. In addition, the charging and discharging of 
cylinders or road/rail containers may also contribute to emissions.

Figure 7-2 provides an overview of the feedstocks used in 
the production of some key synthetic, fluorinated greenhouse 
gases. In the course of their production, different chlorinated 
substances (ODSs and uncontrolled chemicals) are fluorinated, 
which can result in their emissions and the formation of several 
ODSs as intermediates and by-products. Annual production rates 
of the most important ODS feedstock chemicals between 2000 

Feedstock Industrial Products1 Global Feedstock 
Production2

[Gg]

Feedstock Emissions3 [Gg] 
(ODP Emissions4 [CFC-11-eq Gg])

Percentage of Feedstock 
Emissions Versus Global 

Emissions (2019)5

CCl4 HFC-245fa
HFC-365mfc

HFC-236fa
HFO-1234yf

HFO-1234ze(E)
HCFO-1233zd

Tetrachloroethene

318 13.6 
(11.2)

32%

1,1,1-trichloroethane HCFC-142b
HCFC-141b
HFC-143a

84 1.7 
(0.2)

78%

CFC-113
CFC-113a

CTFE (HFO-1113)
HFC-134a

HFO-1336mzz

108 2.2–4.3 
(1.8–3.6)

43–87%

CFC-114
CFC-114a

HFC-134a 45 0.9–1.8 
(0.5–1.0)

33–66%

HCFC-22 TFE, a monomer to PTFE, HFP, and 
other fluoropolymers.

Isoflurane/desflurane anesthetics

713 14.3–28.5 
(0.5–1.1)

4–8%

HCFC-124
HCFC-124a

HFC-125
HFC-134a

25 0.5–1.0 
(0.01–0.02)

19-37%

HCFC-141b HFC-143a 13 0.3–0.5 
(0.03–0.05)

0.5–0.9%

HCFC-142b HFO-1132a (VDF) monomer, 
HFC-143a

174 3.5–7.0 
(0.2–0.4)

17–33%

Halon-1301 Fipronil 1.3 0.03–0.05 
(0.5–1.0)

2–4%

Minor Chemicals6 11 0.2–0.4 
(0.04–0.09)

Total Gg of Regulated ODSs 1492 37.2–58.9

Total ODP-Gg 558 15.0-18.7

Notes:
1 Feedstock usage from Montzka, Reimann et al. (2011), TEAP progress report (TEAP, 2020), Sherry et al. (2018), Table S2 of Chipperfield et al. (2020), and Andersen et 
al. (2021).
2 Global feedstock production from UNEP (2021).
3 Relative emissions from feedstock usage are estimated to be 2% for 1,1,1-trichloroethane, 4.3% for CCl4, and 2–4% for all the other chemicals (Box 7-2).
4 ODP values from Table 7-4.
5 Global emissions in 2019: Average between 2018-2020 and NOAA/AGAGE from Chapter 1.
6 Minor chemicals: HCFC-123, HCFC-133/133a, HCFC-225, methyl bromide, bromochloromethane (UNEP, 2021), characterized by an average ODP of 0.22, when 
weighted by production mass. 

Table 7-1.  Regulated ODSs used as feedstocks, with their uses and annual production for feedstock applications in 2019 (UNEP, 
2021). Calculated emissions are given in Gg and ODP-Gg (in parentheses). The relative contribution of feedstock emissions to 
global emissions is calculated against global emissions figures from Chapter 1.
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Box 7-2. Feedstock-Related Emissions

Emissions from the production and use of feedstock chemicals relative to their production volumes are summarized in Table 
7-1. Feedstock emissions estimated in this section are used as input for the scenarios in Section 7.4. For 1,1,1-trichloroethane, relative 
emissions are assessed at 2%, related to the 2019 ratio of global emissions against reported global production (Table 7-1). 1,1,1-tri-
chloroethane is an excellent tracer for generally estimating feedstock losses, because emissions from banks can be neglected, as 
it was historically used only as a solvent. For all other feedstock chemicals (except CCl4; see below), emissions of 2–4% relative 
to their production were estimated, which covers the range between the 2% above and the Tier 1 default emissions factor of 4% 
for fluorochemical production (IPCC, 2019). Further evidence of real-world emissions from feedstocks comes from industry-based 
estimates of 1.5–3.3% of fugitive emissions during production of CFCs and HCFCs (Gamlen et al., 1986; Midgley and Fisher, 1993; 
Ashford et al., 2004) and additional emissions of 1% during the usage of feedstocks (as estimated for HCFC-22 by Midgley and Fisher 
(1993)). An additional rationalization of the upper margin of 4% is substantiated from estimated emissions of 4–6% during the historic 
production of CFC-11 (TEAP, 2021b), which, however, could have been as high as 15% in the case of small and poorly operated 
enterprises, as assessed during the recent surge in CFC-11 production in eastern China.

Feedstock-related emissions of CCl4 are treated separately, as they have been specifically assessed in the past by SPARC (2016) 
and Sherry et al. (2018), by estimating that 0.4% of the global production of chloromethanes is emitted as CCl4 and by adding 
process-specific emissions from the usage of CCl4 as feedstock. In 2014, this resulted in estimated emissions of 15 Gg (i.e., 7.4% of 
the 203 Gg of CCl4 produced that year). In this chapter, this number has been revised for 2019 by estimating that 2% (0.9–4.0%), or 
6.4 Gg (2.9–12.7 Gg), of the produced amount of CCl4 (318 Gg) is emitted during the production process and an additional fraction 
of 7.2 Gg (2.2–9.8 Gg) from its usage (Figure 7-4; update of Sherry et al., 2018). This results in a best estimate of 4.3% (13.6 Gg, 
5.1–22.5 Gg) of feedstock-related emissions of CCl4 in 2019 (i.e., combination of pathways C and D in Figure 7-4).

Figure 7-2. Controlled ODSs and uncontrolled halocarbons used as feedstocks for the production of controlled ODSs and syn-
thetic greenhouse gases (GHGs). Uncontrolled halocarbons are shown in purple, controlled ODSs in light blue. Synthetic green-
house gases, as the final products, are shown in orange. Intermediates are drawn in-line from the feedstock chemical to the final 
product; by-products are connected by a dotted line. HCFC-22 is mostly used for the synthesis of PTFE, (polytetrafluoroethene) 
with TFE (tetrafluoroethene) and HFP (hexafluoropropene) as intermediates. PFC-318 and HFC-23 are by-products but are also 
used to a smaller extent as final products, which are indicated by lighter orange.
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and 2019 (UNEP, 2020) are shown in Figure 7-3. In addition, 
Table 7-1 summarizes the amounts of ODSs that were used as 
feedstocks in 2019 and shows their estimated fugitive emissions, 
as well as the ratio of ODS emissions from this use to their global 
total, as an average between 2018–2020 (Chapter 1). 

In 2019, a greater mass of HCFC-22 was produced in a 
single year than any other fluorocarbon in history, with a global 
production close to 1000 Gg. More than 700 Gg (>70%) of this 
is reported to be used as feedstock in the production of PTFE 
(polytetrafluoroethene), HFP (hexafluoropropene), and other flu-
orinated monomers. Production related to feedstock usage has 
increased by more than a factor of five from 2000 to 2019. More 
recently, HCFC-22 has also started to be used for the synthesis 
of HFO-1234yf. The usage of HCFC-22 as a feedstock chemical 
is expected to grow until market saturation of the produced flu-
oro-derivatives is reached or environmentally based restrictions 
are imposed. Current estimated feedstock-related emissions of 
14–29 Gg yr–1 (Table 7-1) are less than 10% of the current global 
HCFC-22 emissions (Chapter 1), but this fraction is projected to 
increase, as emissions from refrigerants and foam-blowing agents 
are expected to decline. 

At more than 300 Gg yr–1, CCl4 was the chemical with the sec-
ond-highest mass production rate for feedstock usage in 2019. In 
recent decades, inexplicably high and ongoing global emissions 
have been calculated for CCl4 using observationally-based meth-
ods. This issue has been highlighted in three previous Ozone 
Assessments (2006, 2010, 2014). The studies of SPARC (2016) 
and Sherry et al. (2018) show that emissions of CCl4 from feed-
stock production and its use were higher than previously estimat-
ed. This finding significantly reduced the gap between top-down 
and bottom-up estimates of CCl4 emissions. Historically, CCl4 
was used for producing CFC-11 and CFC-12, which, according 
to the Montreal Protocol, was due to cease for both production 
and consumption by 2010. However, with the renewed produc-
tion of CFC-11 in eastern China and potentially elsewhere (WMO, 
2021), a minimum of an additional 360 Gg of CCl4 was estimated 
to have been produced (TEAP, 2021b) between 2012 and 2018 
as feedstock for this application. These values are not included 

in the global sum of reported feedstock usages of CCl4 in Figure 
7-3 and Table 7-1.

Production for allowed uses of CCl4 increased by a factor of 
two in the last decade. Currently, CCl4 is used in the production 
of tetrachlorethene and other base chemicals, as well as for the 
synthesis of HFC-245fa, HFC-365mfc, and the newly introduced 
HFO-1234yf, HFO-1234ze(E), and HCFO-1233zd. The specific 
hydrocarbons or chlorocarbons used to react with CCl4 in the 
products, illustrated in Figure 7-2, determine the specific end 
product. For instance, the reaction of CCl4 with ethene provides 
the chlorocarbon base for HFO-1234yf, whereas the selection of 
vinyl chloride monomer (VCM) as a reactant with CCl4 provides the 
base for HFC-245fa. In the future, it is expected that the amounts 
of CCl4 used for HFCs will decline due to the Kigali Amendment, 
whereas those for the production of HFOs are currently expected 
to increase steadily until economic saturation is reached. 

In Figure 7-4 the pathways of emissions of CCl4 are com-
piled as an update of Sherry et al. (2018) (see explanation in Box 
7-2). In 2019, emissions of feedstock production and fugitive 
emissions from usage are estimated at 13.6 Gg (5.1–22.5 Gg), 
or 4.3% (1.6–7.1%) of the produced CCl4 (pathways C and D in 
Figure 7-4). In addition, another 5 Gg (2.5–7.5 Gg) are esti-
mated to arise from inadvertent sources (i.e., the production of 
chlorine and base chemicals such as the production of VCM from 
1,2-dichloroethane; pathway B) and around 5–10 Gg from legacy 
emissions (e.g., from landfills and contaminated soils; pathway 
A). In total, the best estimate of the sum of the contributions from 
these different sources, 26.1 Gg (12.6–40.0 Gg) in 2019, still 
leaves a considerable gap to the estimated global emissions of 
43 Gg in 2019 from Chapter 1.

The third most produced feedstock is HCFC-142b, which is 
used for manufacturing fluoropolymers. In parallel to HCFC-22, 
its usage has increased continuously and reached around 170 Gg 
yr–1 in 2019. Emissions of HCFC-142b related to feedstock usage 
are estimated to have contributed 17–33% to its global emissions 
in 2019 (Table 7-1), with the remaining fraction from declining 
emissive uses from foam production and banks.

Figure 7-3. Global production of ozone-depleting substances for feedstock usage, which is exempted from the Montreal Proto-
col controls (UNEP, 2021).
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Figure 7-4. Update of CCl4 (carbon tetrachloride) emission pathways from SPARC (2016) and Sherry et al. (2018). Emissions from 
each source are given in Gg for 2019.
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Chlorine

Currently 1,1,1-trichloroethane (CH3CCl3), CFC-113/113a, 
and CFC-114/114a are nearly exclusively used as feedstock chem-
icals in the synthesis of widely used HFCs, HCFCs, and fluoro-
polymers (Table 7-1 and Figure 7-2). While the amounts used 
for the production of HFCs and HCFCs are still considerable, they 
are decreasing steadily, and, with the Kigali Amendment restric-
tions, the importance of these product compounds for emissive 
uses is projected to progressively decline. This tendency could 
be partly compensated for by an increased demand in the pro-
duction of fluoropolymers, which would lead to a stabilization 
in emissions, albeit at potentially lower amounts than at present. 
Interestingly, the estimated feedstock emissions rate of 2–4% for 
CFC-113/CFC-113a and CFC-114/CFC-114a yields emissions that 
are lower than the measurement-based estimate of global emis-
sions (Chapter 1). For CFC-114/CFC-114a, this could be explained 
by potential emissions as an undesired by-product in the produc-
tion of HFC-125. 

Declared feedstock usages of HCFC-124/124a and HCFC-
141b are in principle related to their production as intermediates, 
but in some instances, they are also reported as feedstocks (see 
Box 7-2). As they are mainly used for the production of HFCs, 
their importance is also projected to decline.

In total, the recent usage of ODSs as feedstocks has been 
rising substantially. Between 2009 and 2019 the mass of ODSs 

used as feedstocks, which is not controlled under the Protocol, 
increased by 75% (Figure 7-3). When expressed as emissions in 
units of Gg ODP (Table 7-2), this increase in feedstock-linked pro-
duction was 41%. This difference between absolute mass emis-
sions and ODP-based emissions is due to the fact that HCFC-22, 
with a relatively low ODP, was responsible for the highest growth. 
If the original ODPs from the Montreal Protocol were used instead 
of the ODPs recommended in this Assessment (Table 7-2), the 
ODP-weighted increase would be 46% instead of 41%. 

In addition to the ODSs and HFCs regulated by the Montreal 
Protocol, the nonregulated chlorinated VSLSs dichloromethane 
(CH2Cl2), chloroform (CHCl3), trichloroethene (C2HCl3), and tet-
rachloroethene (C2Cl4) are also used in large amounts as feed-
stock chemicals (Chipperfield et al., 2020). In fact, Figure 7-2 
shows that the usage of these VSLSs and 1,2-dichloroethane as 
feedstock is the starting point for the synthesis of either the ODS 
feedstock chemicals discussed above or provides an ODS-free 
feedstock route for the production of halogenated compounds. 
Because of their much lower ozone depletion potentials (ODPs), 
emissions during feedstock usage are generally of minor impor-
tance to the ozone layer. Nevertheless, a short discussion of their 
uses is included here.

About 96% of the nearly 1500 Gg of chloroform (CHCl3) 
produced in 2016 was used as feedstock in the production 
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Halocarbon Global Lifetime (yrs) Lifetime Uncertainty 
(1σ)

Fractional Release 
Factors

ODPs

This Assessment’s 
Recommendation

In Montreal Protocol

 Annex A-I 

CFC-11 52 ±22%  0.47 1.0 1.0

CFC-12 102 ±15%  0.24 0.75 1.0

CFC-113 93 ±17%  0.30 0.82 0.8

CFC-114 189 ±12%  0.13 0.53 1.0

CFC-115 540 ±17%  0.07 0.45 0.6

Annex A-II

Halon-1301 72 ±13%  0.32 17.0 10.0

Halon-1211 16 ±29%  0.65 7.1 3.0

Halon-2402 28 ±19%  0.66 15.6 6.0

Annex B-II

CCl4 30 0.56 0.82 1.1

Annex B-III

CH3CCl3 5.0 ±3%  0.61 0.12 0.1

Annex C-I

HCFC-22 11.6 ±16% 0.15 0.037 0.055

HCFC-123 1.4 0.02 0.02

HCFC-124 5.9 0.022 0.022

HCFC-141b 8.8 ±15%  0.34 0.095 0.11

HCFC-142b 17.1 ±14%  0.17 0.054 0.065

HCFC-225ca 1.9 0.025 0.025

HCFC-225cb 5.8 0.033 0.033

Annex E

CH3Br 0.8 ±17%  0.60 0.57 0.6

Others

Halon-1202 2.5 ±33%  0.67 1.8

CH3Cl 0.9 ±18%  0.44 0.015

Table 7-2.  Atmospheric lifetimes, fractional release factors (FRFs), and ODPs for long-lived halocarbons. FRFs are for mid-lat-
itude conditions and are from Engel et al. (2017). Lifetime uncertainties are based on (SPARC, 2013) lifetimes as evaluated by 
Daniel, Velders et al. (2014). See Chapter 1 for further discussion on atmospheric lifetimes and FRFs. 

of HCFC-22 (Chipperfield et al., 2020). HCFC-22 production 
increased by 17% between 2016 and 2019 (UNEP, 2021), so 
the feedstock-related production of CHCl3 is estimated to be 
around 1700 Gg in 2019. Assuming a loss rate of 2–4%, as for the 
other feedstock chemicals, implies emissions of 32–68 Gg yr–1, 
which is comparable to the emissions from its use as a solvent 
(Chipperfield et al., 2020). This could partly explain the large 
increase in CHCl3 emissions over the last decade (Chapter 1). In 
contrast, only around 15% of the ~1200 Gg of dichloromethane 
(CH2Cl2) produced was used as feedstock—mainly in the produc-
tion of HFC-32, with the remainder being used and emitted as 
a solvent (Chipperfield et al., 2020). Next are trichloroethene 
(TCE) and tetrachloroethene (also named PCE, perchloroethene), 
whose usage as feedstocks in the production of HFCs is higher 
than the amounts used as solvents. Finally, 1,2-dichloroethane 
is used as a feedstock for the production of TCE and, via chlo-
roethene (VCM, vinyl chloride) and 1,1,2-trichloroethane, for 
the production of 1,1-dichloroethene (VDC), which is then used 

to produce 1,1,1-trichloroethane, HCFC-141b, and HCFC-142b 
(Figure 7-2).

7.2.1.4 Emissions of Intermediates and 
Undesired By-Products

In addition to emissions from banks and feedstock usages, 
controlled substances (ODSs and HFCs) can also be lost to the at-
mosphere as chemical intermediates and undesired by-products 
during the production of a final product. 

Generally, for intermediates and undesired by-products, 
relative emissions of 1% or smaller are estimated, relative to the 
produced final products. For HFC-23 as a by-product of HCFC-22 
production, relative emissions of 1.6% are estimated, which is the 
average of the global HFC-23 emissions relative to the HCFC-22 
production between 2014–18 (Stanley et al., 2020).

Emissions of intermediates can occur during their produc-
tion and use on-site. The production and then consumption 



Chapter 7

404

of intermediates are not reported as feedstock use under the 
Montreal Protocol. It is only if intermediates are transported off-
site that their usage has to be reported as feedstocks. A number 
of these intermediates have been detected recently in the atmo-
sphere that are likely due to fugitive emissions during the synthe-
sis of chemical products; these are summarized in Chapter 1. The 
most prominent examples are HCFC-31 from the production of 
HFC-32 (Schoenenberger et al., 2015), as well as HCFC-132b 
and HCFC-133a from the production of HFC-134a (Vollmer et al., 
2021). In addition, CFC-114, CFC-114a, and CFC-115 are by-prod-
ucts in the production of HFC-125 (Figure 7-2). As the origin of 
these intermediates and by-products in the atmosphere is related 
to the production of HFCs, their importance is projected to de-
cline in the future.

Further examples of undesired by-product formation are 
HFC-23 from the production of HCFC-22 (Section 7.2.2.1) and 
the formation of c-C4F8 (PFC-318) from the pyrolysis of HCFC-22 
to manufacture TFE (tetrafluoroethene) and HFP (Mühle et al., 
2022). In addition, atmospheric CFC-13 is potentially at least 
partly released as a by-product from the production of other fluo-
rochemicals (Vollmer et al., 2018). Finally, CCl4 is potentially emit-
ted as a by-product during the use of chlorine in the production of 
several chlorinated chemicals, such as ethylene dichloride (EDC), 
vinyl chloride monomer (VCM), and other organic operations 
(Figure 7-4).

7.2.2 HFCs Controlled Under the Kigali 
Amendment of the Montreal Protocol

This section covers issues related to HFCs, which have re-
cently become controlled under the Kigali Amendment. First, 
the future implications of the gap between reported emissions of 
HFC-23 from its by-product formation in the production of HCFC-
22 and its actual measurement-based emissions are discussed. 
Then, the reported HFC feedstock uses are assessed, followed by 
a short discussion of the potential for energy efficiency improve-
ments when equipment filled with HFCs is replaced. Decisions on 
which kind of foam-blowing agent or refrigerant should be used 
are policy relevant, and these issues are discussed in Chapter 2 in 
conjunction with existing HFC usages; only a short summary on 
this topic is given in this section.

7.2.2.1 HFC-23
HFC-23 is predominantly released into the atmosphere as 

an undesired by-product from the production of HCFC-22 and 
from the subsequent production of tetrafluoroethene. Additional 
minor emissions occur from the electronics industry, from alu-
minum smelters, and from its usage in ultra-low refrigeration 
(e.g. Simmonds et al., 2018). The recent surge in demand for 
ultra-low-temperature cooling devices for storing vaccines could 
potentially increase emissions from this source, although other 
refrigerants are also used for these devices, and current emissions 
are estimated to be small in comparison with those related to the 
production of HCFC-22 (TEAP, 2021c). This potential new source 
is not included in the projections, as no information is yet avail-
able of this emerging market. 

Technical solutions for destroying HFC-23, which is emit-
ted in the production of HCFC-22, are available and economi-
cally viable (TEAP, 2018a). However, in contrast to the basket of 
other HFCs with an agreed phasedown schedule, restrictions on 

HFC-23 are prescribed only qualitatively in the Kigali Amendment 
as follows: “Each country manufacturing HCFC-22 or HFCs shall 
ensure that starting in 2020 the emissions of HFC-23 generated in 
production facilities are destroyed to the extent practicable using 
technology approved by the Montreal Protocol” (UNEP, 2016). 
The reporting of related emissions went into effect on 1 January 
2020, so current reporting is still potentially incomplete. 

As outlined in Chapter 2 and related to the discussions by 
Stanley et al. (2020), abatement capacities seem to have been 
used only partially in recent years. If this continues to be true in 
the long term, compliance with the Kigali Agreement will not be 
met. In view of the uncertainty of the future development and the 
currently fragmentary documentation of HFC-23 destruction, two 
different scenarios have been developed to project future HFC-
23 emissions within this Assessment. For both scenarios, produc-
tion of HCFC-22 is assumed to increase by 5.8% yr–1 until 2030 
(representing the average increase from 2014–2019) and to sta-
bilize thereafter, with increasing feedstock usage compensating 
for a decrease in emissive applications. One scenario assumes 
full compliance with the Protocol, with emissions of only 0.08% 
relative to the produced HCFC-22. This scenario estimates an ef-
fective destruction capacity of 97% of the 2.8% (1.5 – 4.0%) of un-
desired HFC-23 produced per mass of HCFC-22 without inciner-
ation (McCulloch and Lindley, 2007). Remaining small emissions 
are related to failures and to maintenance work at the destruction 
systems. The other scenario, which is used as our baseline scenar-
io, assumes a business-as-usual behavior, with an emissions rate 
of 1.6% relative to the HCFC-22 production (Section 7.2.1.4) and 
where destruction capacities are only partly exploited.

An additional contribution to the ongoing emissions could 
also be from the formation of HFC-23 in the pyrolysis reaction 
from HCFC-22 to TFE and HFP, used in fluoroplastics production, 
when fluorinated catalysts are used (Sung et al., 2006; Ebnesajjad, 
2015). Furthermore, Ha et al. (2011) detected HFC-23 as the main 
product of the thermal treatment of HCFC-22, which could be 
important, as HCFC-22 from dismantled old air-conditioner sys-
tems is potentially incinerated. None of these additional potential 
sources has been included in the future scenarios related to the 
by-product formation from HCFC-22 production, but they could 
be key elements in closing the gap between known sources and 
measurement-based emissions, as discussed in Chapter 2.

7.2.2.2 Feedstock Usage of HFCs
To date, the amounts of HFCs used as feedstocks are much 

lower than those of ODSs. The submission of production and con-
sumption data to the United Nations Environment Programme 
(UNEP), which is prescribed for feedstock usages of HFCs with-
in the Kigali Amendment, is still incomplete, as not all countries 
with potential HFC feedstock usages have signed the treaty yet. 
Known applications are the use of HFC-152a and HFC-23 (TEAP, 
2020). The dehydrofluorination of HFC-152a is the most broadly 
used chemical process for the production of vinyl fluoride, which 
means a considerable part of the produced HFC-152a is used as 
feedstock. HFC-23 is used as a minor feedstock (e.g., <1 Gg yr–1) 
in the production of halon-1301, which is then used as feedstock 
in the production of fipronil (Table 7-1). 

7.2.2.3 Energy Efficiency 
An in-depth discussion on the potential for energy efficiency 

gains in connection with the future phasedown of HFCs used as 
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refrigerants in air-conditioning and refrigeration can be found in 
Section 2.4.6. In short, the replacement of old equipment con-
taining HFCs with high Global Warming Potentials (GWPs) by 
new installations and low-GWP alternatives, as well as not-in-kind 
solutions, has the potential for multiple positive effects on climate 
change. For example, the emissions of low-GWP alternatives will 
directly reduce projected radiative forcing of climate. Also, and 
thought to have greater potential climate benefit, the transition 
to new refrigerants is an opportunity to implement design chang-
es for achieving higher energy efficiency and therefore lowering 
greenhouse gas emissions from energy use. 

7.2.3 Replacement Compounds of Controlled 
Halocarbons (HFOs and Others) 

With the adoption of the Kigali Amendment, high-GWP 
HFCs as replacement compounds for ODSs are, themselves, sup-
posed to be phased down. In Figure 7-5, historic and projected 
emissions of ODSs, high-GWP HFCs, and low-GWP alternatives 
are shown in Tg yr–1 and Pg CO2-equivalents yr–1, together with 
their influence on climate, expressed as radiative forcing (update 
of Figure 2-21 of Montzka, Velders et al. (2018), using data from 
Velders et al. (2022)). Whereas emissions of high-GWP HFCs are 
not projected to decline until after around 2025, ODS emissions 
are projected to continue their current steady decline. For both 
groups of compounds, emissions are expected to still occur in 
2100, albeit at much lower levels than today. Due to the long 
lifetime of these compounds, their effect on climate, as mea-
sured by their radiative forcing (Figure 7-5c), will only slowly 

decrease after 2040 and is expected to still be around 50% of 
their maximum by 2100. Low-GWP alternatives to long-lived 
HFCs include both fluorinated alkenes (HFOs, HCFOs, HBFOs) 
and non-halogenated compounds, such as hydrocarbons, CO2, 
and NH3. These two groups are expected to constitute an import-
ant fraction of the low-GWP compounds in the future. Given the 
dynamics in the application markets, however, it is very difficult to 
estimate the future ratio of these halogenated alkenes relative to 
non-halogenated substitutes (Section 7.2.3.3). It can be expect-
ed that non-halogenated substitutes will comprise a substantial 
share of the low-GWP compounds. This assumption is substan-
tiated, as historically after adoption of the Montreal Protocol, 
ODSs with large ODPs were also only partly replaced by HCFCs 
and HFCs. Therefore, it is estimated in this report that only 50% of 
the future low-GWP emissions (Figure 7-5) will be due to HFOs; 
this same assumption is also applied in the assessment of future 
trifluoroacetic acid (TFA) formation in Section 7.2.5.1.

7.2.3.1 Fluorinated Low-GWP Alkenes (HFOs, 
HCFOs, HBFOs)

HFOs (hydrofluoroolefins), HCFOs, (hydrochlorofluoroole-
fins), and HBFOs (hydrobromofluoroolefins) are fluorinated 
alkenes that are being introduced as low-GWP substitutes during 
the phasedown of HFCs (Table 7-3). Depending on their chem-
ical and physical properties, they can be used in a similar way 
as the HFCs they replace. Their atmospheric lifetimes are small, 
and, therefore, their emissions do not contribute perceptibly 
to climate change. However, some of these compounds can 

Figure 7-5. Historical and projected contri-
butions to climate change from ODSs, high-
GWP HFCs, low-GWP HFOs and non-haloge-
nated alternatives, assuming full compliance 
with the provisions of the Montreal Protocol, 
including the Kigali Amendment [update 
of Figure 2-21 from Montzka, Velders et al., 
2018]. Shown are (a) emissions by mass, (b) 
CO2-eq emissions, and (c) direct radiative 
forcing. Only the direct GWP-weighted 
emissions and radiative forcing of the ODSs 
and HFCs are shown. The ODS emissions 
from around 1980 through 2020 are derived 
from atmospheric observations and after 
2020 are from this scenario (distinction indi-
cated by dashed vertical lines). The contribu-
tions of the low-GWP HFOs in panels b and 
c, are smaller than the thickness of the green 
curves. Not included here are contributions 
from HFC-23, indirect radiative effects from 
ozone depletion, and indirect effects associ-
ated with the energy used by equipment and 
the associated CO2 emissions.
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contribute to the formation of the stable compound TFA, as dis-
cussed in Section 7.2.5.1. An additional issue is the prevailing pro-
cess for producing these compounds, some of which use CCl4 as 
a feedstock, (Section 7.2.1) and therefore leads to ODS emissions 
(Section 7.2.1.3).

7.2.3.2 Non-halogenated Substitutes and Not-
In-Kind Solutions

Several non-halogenated ODS substitutes have been used 
for decades in various applications. Hydrocarbons are the com-
pounds of choice when considering alternatives, and in some 
countries are even mandatory (e.g., for use in domestic refrig-
eration and foam blowing). In addition, NH3 and CO2 are valid 
alternatives for large-scale cooling facilities. While CO2 was also 
discussed as a replacement for HFC-134a in mobile air condi-
tioners, HFO-1234yf was ultimately chosen, although CO2 is still 
used in small quantities. Finally, so-called not-in-kind solutions are 
gaining increased attention, especially for cooling applications. 
Techniques such as solid-state cooling materials and Stirling cool-
ers are discussed in, for example, Qian et al. (2016) and TEAP 
(2018b). All of these compounds and techniques have to be eval-
uated for their energy efficiency and integrative effects on climate 
(see Section 7.2.2.3 and Section 2.4.6 on energy efficiency).

7.2.3.3 Trifluoroiodomethane (CF3I)
CF3I, with an ODP of 0.008– 0.016 (Youn et al., 2010), has 

been evaluated since the late 1990s as a replacement compound 
for halons in fire extinguishers, but it was never marketed as such 
(TEAP, 2018c). Recently, however, it has been proposed as an 
ingredient of low-GWP refrigerant blends in order to lower their 
flammability. Related to its ODP, Zhang et al. (2020) proposed 
using a new metric, called SODP (stratospheric ozone depletion 
potential), which includes only the fraction of ozone loss that 
takes place in the stratosphere. The SODP for CF3I was deter-
mined to be essentially zero (within statistical error), as large frac-
tions of CF3I are destroyed in the troposphere, where the actual 

iodine-catalyzed ozone destruction occurs. It is too early to eval-
uate the general implications and acceptance of using SODP or 
ODP for assessing the ozone-depletion abilities for other VSLSs; 
historically, ODPs of these compounds have been calculated 
using a range of different methods (Zhang et al., 2020). If CF3I 
were adopted in suggested blends and uses, the overall quanti-
ties of CF3I potentially released could become significant.

7.2.4 Anthropogenic and Biogenic Very 
Short-Lived Substances (VSLSs)

VSLSs are not controlled under the Montreal Protocol. 
However, there is now strong evidence from observations and 
models that VSLSs contribute to stratospheric chlorine and bro-
mine and therefore also to the ozone loss in this part of the atmo-
sphere (see Chapter 1). 

7.2.4.1 Chlorinated VSLSs
Currently, the most important chlorinated VSLSs in terms of 

their potential to deplete ozone are dichloromethane (CH2Cl2), 
chloroform (CHCl3), 1,2-dichloroethane (CH2ClCH2Cl), trichlo-
roethene (C2HCl3), and tetrachloroethene (C2Cl4). With the ex-
ception of chloroform, which also has significant natural sources, 
chlorinated VSLSs are largely of anthropogenic origin. They are 
emitted from their use as solvents and as feedstock chemicals 
in the production of HFCs and other chemicals (Figure 7-2 and 
Chipperfield et al., 2020). As a group, chlorinated VSLSs con-
tributed 3.5% to total tropospheric chlorine in 2020 (Chapter 
1). While this contribution is still small, the relevance of VSLSs for 
stratospheric ozone depletion has increased over time (Chapter 1 
and Hossaini et al., 2017; Fang et al., 2019; Hossaini et al., 2019). 
Since the last Assessment, new studies have reported substantial 
increases in chlorinated VSLS emissions from Asia (Fang et al., 
2019; Say et al., 2019; Claxton et al., 2020), and new information 
on the ODPs of chlorinated VSLSs has become available. 

Dichloromethane (CH2Cl2) is a widely used VSLS whose at-
mospheric abundance and global emissions have both increased 

Formula GWP1 Atmospheric Lifetime1 Main Applications

HFO-1234yf CF3CF=CH2 <1 12 days Refrigerant 
Component of HFC-HFO blends

HFO-1234ze(E) trans- CF3CH=CFH 1 19 days Refrigerant
Component of HFC-HFO blends 

Aerosol propellant 
Insulation foam-blowing agent 

HFO-1336mzz(Z) cis-CF3CH=CHCF3 2 27 days Refrigerant 
Fire extinguisher 

Insulation foam-blowing agent 

HFO- 1336mzz(E) trans-CF3CH=CHCF3 26 121 days Refrigerant

HCFO-1233zd(E) trans-CHCl=CHCF3 4 42 days Refrigerant
Insulation foam-blowing agent 

Precision solvent 

HCFO-1224yd(Z) CF3-CF=CHCl <1 12 days Refrigerant
Polyurethane foam-blowing agent 

HBFO-1233xfB CF3CBr=CH2 <1 3.5 days Fire extinguisher

Note:
1 Atmospheric lifetimes and GWPs from Annex.

Table 7-3.  HFOs, HCFOs, and an HFBO currently in use and foreseen for future use, with their chemical formula, GWP, atmo-
spheric lifetime, and main applications.



Chapter 7

407

by more than a factor of two since the mid-2000s (Chapter 1). The 
issue of the growth of CH2Cl2 emissions was raised by Hossaini 
et al. (2017), who concluded that elimination of future CH2Cl2 
emissions would have a substantial positive impact on total col-
umn ozone (see also Figure 6-1 of Carpenter, Daniel et al., 2018). 
CH2Cl2 is used in a wide range of solvent applications, notably 
as a process solvent in pharmaceutical processing, as a blowing 
agent in polyurethane foam production, and as an essential feed-
stock in HFC-32 production (Feng et al., 2018; Chipperfield et al., 
2020; An et al., 2021). Around 90% of global CH2Cl2 emissions 
have been estimated to emanate from Asia (Claxton et al., 2020). 
Chloroform (CHCl3), another prominent chlorinated VSLS, is used 
primarily (>95% of that produced) as a feedstock in HCFC-22 
production and is also a by-product from water chlorination and 
from bleaching processes in the pulp and paper industry (e.g. 
McCulloch, 2003). Global CHCl3 emissions have increased con-
siderably within the last decade (Chapter 1), with regional inverse 
modeling showing that enhanced emissions from China are likely 
responsible (Fang et al., 2019). 

A detailed examination of possible future industrial produc-
tion of chlorinated VSLSs has yet to be performed. Hence, predic-
tions of future VSLS emissions and ozone impacts are highly un-
certain. Once HCFC-22 emissive applications are nearly phased 
out, which must occur by 2030 per the Montreal Protocol, CHCl3 
demand will likely be tied to the demand for HCFC-22 produced 
for feedstock usage, such as in the production of PTFE (Section 
7.2.1.3). As CHCl3 and CH2Cl2 are co-produced in chlorometh-
ane plants, supply and demand issues affecting one compound 
should invariably impact the other, although chloromethane 
plants have some flexibility to determine the extent to which one 
or the other compound is produced. By extrapolating recent 
trends, it is anticipated that Asian emissions will exert a dominant 
influence on the trajectory of global chlorinated VSLS emissions in 
the next decade. A bottom-up analysis (Feng et al., 2018) predicts 
that Chinese emissions will increase monotonically to the year 
2030 under a business-as-usual scenario. This is substantiated by 
An et al. (2021), who estimated that CH2Cl2 emissions from China 
increased from 232 Gg in 2012 to 627 Gg in 2019, which practi-
cally covers the total global CH2Cl2 emissions increase in this pe-
riod. Given the large uncertainties, we examine three scenarios 
to span a range of possibilities in Section 7.4: one in which the 
growth of CH2Cl2 emissions continues until 2022 and then stabi-
lizes, one with the elimination of CH2Cl2 emissions beginning in 
2023, and one in which emissions continue the increase as they 
have exhibited over the past five years through 2030, after which 
year they remain constant.

It has been well established that the ODP of a VSLS is depen-
dent on the location and season of its emissions (e.g. Brioude et 
al., 2010; Pisso et al., 2010). However, to date, very few studies 
have considered the ODPs of the above chlorinated VSLSs. One 
recent analysis (Claxton et al., 2019) revealed that the ODPs of 
chlorinated VSLSs vary only slightly with the season of emis-
sions but could differ by a factor of two to three depending on 
the source location. The highest ODP values were assessed for 
emissions from Tropical Asia and industrialized East Asia, which, 
in view of 1) the currently large regional emissions (e.g., Fang et 
al., 2019; Claxton et al., 2020) and 2) the existence of efficient re-
gional transport pathways to the tropical upper troposphere (e.g. 
Oram et al., 2017), make it a significant finding.

7.2.4.2 Brominated and Iodinated VSLSs
In contrast to chlorinated VSLSs, brominated and iodinated 

VSLSs are predominantly produced naturally in the ocean. The 
most abundant brominated VSLSs are bromoform (CHBr3) and 
dibromomethane (CH2Br2), with important source regions in 
coastal and shelf waters (e.g. Quack and Wallace, 2003). Natural 
production of CHBr3 and CH2Br2 involves marine organisms such 
as macroalgae and phytoplankton, while the sea-air flux is driven 
by their oceanic abundance, temperature, and surface winds. 
The spatiotemporal variability of emissions and tropospheric 
transport processes are key factors controlling the contribution of 
brominated VSLSs to stratospheric bromine (Hossaini et al., 2013; 
Hossaini et al., 2016).

Atmospheric abundances of brominated VSLSs have not 
shown any trends (Chapter 1). However, oceanic production, sea-
air fluxes, atmospheric lifetimes, and transport pathways of VSLSs 
are all sensitive to changing environmental conditions. Changes 
in VSLS emissions could occur due to changing irradiance and 
temperature affecting the production of halocarbons by mac-
roalgae (e.g., Keng et al., 2020). In addition, climate change and 
ocean acidification will affect the distribution, abundance, and 
diversity of macroalgae itself, with further consequences for VSLS 
production. Thus, very large uncertainties exist in the prediction 
of future VSLS sources, as the responses of macroalgae toward en-
vironmental changes are highly species- and compound-specific. 
Sea-air fluxes of natural VSLSs have been predicted to increase 
throughout the 21st century due to changing physical forcings 
such as sea surface temperature and wind speed, assuming con-
stant VSLS mixing ratios (Ziska et al., 2017). Recently quantified 
anthropogenic sources of CHBr3 from power plants also have 
the potential to increase their total emissions over time (Maas et 
al., 2021). Finally, climate-driven changes to the troposphere’s 
oxidizing power and to the troposphere-stratosphere transport 
may alter the contribution of VSLSs to the stratospheric halogen 
budget (Dessens et al., 2009; Hossaini et al., 2012; Falk et al., 
2017). Overall, there is no clear picture of how brominated VSLS 
emissions and their contribution to stratospheric bromine will 
change in the future due to the large uncertainties associated with 
all these individual factors. 

Iodinated VSLSs are present in the troposphere (Chapter 1), 
including methyl iodide (CH3I). Like brominated VSLSs, organ-
ic iodine emissions from the ocean can be impacted by climate 
parameters (Keng et al., 2020). However, very little long-term 
data on tropospheric CH3I trends exist, impeding future predic-
tions of natural production and potential anthropogenic sources 
(Yokouchi et al., 2012; Zeng et al., 2020). Inorganic iodine emis-
sions of hypoiodous acid (HOI) and iodine (I2) from the ocean 
are driven by the reaction of ozone with iodide (I−) at the ocean 
surface. Atmospheric iodine mixing ratios have tripled since 1950 
(Cuevas et al., 2018), most likely because increased surface ozone 
leads to growing oceanic iodine emissions (Legrand et al., 2018). 

Future inorganic iodine emissions will depend strongly on 
socioeconomic development and associated changes in an-
thropogenic ozone deposition and oceanographic changes im-
pacting the sea-surface iodide abundance, among other factors 
(Iglesias-Suarez et al., 2020).
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7.2.5 Breakdown Products from Anthropo-
genic Halocarbons

The atmospheric degradation of HCFCs, HFCs, and HFOs is 
initiated by their reaction with the hydroxyl radical (OH) leading 
to the formation of halogenated carbonyl compounds, which can 
further react to secondary products. Discussions in this section 
are related to trifluoroacetic acid (TFA) and carbon tetrafluoride 
(CF4), which are both more stable in the environment than the 
primarily emitted halocarbons. Whereas TFA has some herbicidal 
properties, CF4 is a strong greenhouse gas. In addition, degra-
dation of halocarbons also contributes to the formation of tro-
pospheric ozone, but mixing ratios of halocarbons are too small 
in comparison with other volatile organic compounds to make a 
considerable contribution.

7.2.5.1 Trifluoroacetic Acid (TFA)
TFA is a very strong acid with low to moderate toxicity for a 

range of organisms (Neale et al., 2021). It is found in many envi-
ronmental compartments in varying concentrations, and its origin 
in these different parts of the environment is still an area of active 
research (Chapter 2; Joudan et al. (2021)). Here, the ranges of fu-
ture TFA concentrations in precipitation and in ocean water are 
projected between 2020 and 2100. The model is restricted to 
the formation of TFA from the degradation of HFC-134a and HFO-
1234yf, which, according to current knowledge, are expected to 
have the most significant influence on future TFA concentrations 
among those gases controlled by the Montreal Protocol or used 
as substitutes. Other fluorocarbons containing a CF3 group also 
have the potential of being degraded to TFA in the atmosphere, 
albeit with a lower influence, as they currently have very small at-
mospheric mixing ratios and lower conversion rates to TFA (see 
also Chapter 2). Thus, the resulting TFA concentrations in different 
parts of the environment should be treated as lower-range pro-
jections. The contribution of HFC-134a is calculated by using its 
projected future mixing ratios, taken from Velders et al. (2022), 
with a lifetime of 14 years and a conversion rate to TFA of 7–20% 
(Wallington et al., 1994). For the short-lived HFO-1234yf, with a 
conversion rate to TFA of 100%, projected emissions are taken 
from the low and high scenarios of low-GWP alternatives shown 
in Figure 7-5. Thereby, it is assumed that 50% of the future 
emissions of the low-GWP alternatives (Figure 7-5) are related 

to HFOs, of which 50% is HFO-1234yf. The resulting projected 
annual TFA formation rates related to HFC-134a and HFO-1234yf 
are shown in Table 7-4 for the years 2020, 2050, and 2100. In 
addition, the mass of deposited TFA from each and for the two 
together is given for the periods 2020 –2050 and 2020 –2100.

With an estimated total atmospheric formation and depo-
sition of 31.5–51.9 Tg of TFA between 2020 and 2100 (Table 
7-3), and subsequent transfer to the ocean, average TFA con-
centrations in sea water are projected to increase by 23–38 
ng/L between 2020 and 2100, assuming a total ocean volume of 
1.37x109 km3. This would signify a substantial increase compared 
with the total ocean content of 61–205 Tg of TFA around the year 
2000 reported in Scott et al. (2005), based on measuring varying 
concentrations in different ocean parts, or the 274 Tg of TFA re-
ported in Frank et al. (2002), based on a measured constant con-
centration of 200 ng/L. The additional contribution of TFA related 
to the degradation of HFC-134a alone is estimated to be 1.0 –2.9 
Tg between 2020 and 2100.

With a total global precipitation volume of 5.5x1017 liters, 
and assuming that TFA will be deposited through wet deposition 
only, the degradation from HFC-134a and HFO-1234yf is project-
ed to result in a global average TFA concentration in precipitation 
of 660 –970 ng/L in 2050 and 1150 –1910 ng/L in 2100. This 
would represent an increase of a factor of around two to three 
in 2050 and of around three to six in 2100, when compared to 
the precipitation-weighted average of 340 ng/L of TFA found in 
Germany in 2018–19 (Freeling et al., 2020). 

The global average deposition rate of TFA from the com-
bined degradation of HFC-134a and HFO-1234yf is projected to 
be 0.7–1.0 kg km–2 yr–1 and 1.2–2.1 kg km–2 yr–1 in 2050 and 2100, 
respectively. In the first period, these numbers are comparable to 
those in the regional projections for 2030 (Wang et al., 2018) and 
2040 (David et al., 2021). While all these global averages in con-
centration and depositions are still far below the toxic values for 
aquatic organisms, as summarized by Solomon et al. (2016) and 
Neale et al. (2021), regional studies focused in highly populated 
and industrialized areas have projected regions of higher impact 
and high concentrations in precipitation and in the atmosphere 
(e.g. Henne et al., 2012; Wang et al., 2018; David et al., 2021; 
Holland et al., 2021). Understanding the TFA budget in the differ-
ent environmental compartments is key for evaluating the future 

HFC-134a HFO-1234yf Sum

Annual TFA Formation

2020 0.01–0.03 Tg yr–1 0.03–0.03 Tg yr–1 0.04–0.06 Tg yr–1

2050 0.02–0.05 Tg yr–1 0.34–0.49 Tg yr–1 0.36–0.54 Tg yr–1

2100 0.01–0.02 Tg yr–1 0.63–1.03 Tg yr–1 0.64–1.05 Tg yr–1

Sums of Deposited TFA

2020–2050 0.5–1.5 Tg 5.3–6.6 Tg 5.8–8.1 Tg

2020–2100 1.0–2.9 Tg 30.5–49.0 Tg 31.5–51.9 Tg

Note:
The calculation of the formation of TFA from HFC-134a is based on its expected mixing ratio of HFC-134a (Velders et al., 2022) and its lifetime of 14 years. Conversion rates 
from the destroyed HFC-134a amounts to TFA were 7–20%. For HFOs, it is assumed that 50% of the future emissions of low-GWP alternatives (Figure 7-5; Velders et al., 
2022) are related to HFOs, from which it is assumed that 50% is HFO-1234yf, with a conversion rate of 100% to TFA.

Table 7-4.  Projected annual TFA production rate due to atmospheric conversion of HFC-134a and HFO-1234yf in 2020, 2050, 
and 2100, as well as cumulative projected totals of deposited TFA mass between 2020 and 2050 and between 2020 and 2100, 
in Tg (1012 g).
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environmental impacts of anthropogenic TFA. Of specific interest 
in this respect is the uncertainty in the natural background of TFA 
found in the ocean (Frank et al., 2002; Scott et al., 2005; Joudan 
et al., 2021). 

In addition, other sources of TFA in the atmosphere could 
also gain in importance. An increasing bank of fluoropolymers 
raises the possibility of TFA formation from the thermic destruc-
tion of fluoropolymers (Ellis et al., 2001; Cui et al., 2019), such as 
in waste incinerators or from uncontrolled burning.

7.2.5.2 Carbon Tetrafluoride (CF4 )
CF4 is a very strong greenhouse gas that is emitted by various 

industrial sources (Chapter 1). In addition, Jubb et al. (2015) found 
that CF4 is formed from the UV photolysis of trifluoroacetylfluoride 
(CF3C(O)F), which itself is an atmospheric degradation product of 
several halocarbons (e.g., 13% of HFC-134a and 100% of HFO-
1234yf; see Section 7.2.5.1). However, the relative production of 
CF4 from CF3C(O)F is extremely small, as formation of CF4 from 
CF3C(O)F is only possible in the presence of UV wavelengths 
found in the stratosphere and above. For 2100, Jubb et al. (2015) 
estimated a contribution of 9 t for HFC-134a. For the very short-
lived HFO-1234yf the contribution is expected to be even smaller. 
This is insignificant relative to the global CF4 emissions, currently 
around 15 Gg yr–1 (Chapter 1).

7.2.6 The Key Climate Gases: Carbon 
Dioxide, Methane, and Nitrous Oxide 

The most important drivers of climate change over the last 
century are the well-mixed greenhouse gases (GHGs) carbon di-
oxide (CO2), methane (CH4), and nitrous oxide (N2O). The atmo-
spheric abundances and associated radiative forcings of climate 
from these gases have increased substantially in the industrial era 
(see Chapters 1, 3, and 5). Their future increase will depend on 
policy actions related to curbing climate change. Future changes 
in halogen mixing ratios will take place against the backdrop of 
the changing chemical, radiative, and climatic conditions caused 
by these GHGs, and future stratospheric ozone levels will be 
strongly dependent on their future emissions and mixing ratios. 
The continuing increase of these GHGs has important effects on 
stratospheric ozone through cooling of the stratosphere, which 
slows the ozone chemical loss rates. The resulting climate change 
from increasing GHGs also strengthens the stratospheric Brewer-
Dobson circulation, which will redistribute ozone (see Chapter 5). 
In addition, CH4 and N2O are also key chemical gases affecting 
the ozone layer directly. The breakdown of N2O in the strato-
sphere enhances nitrogen oxides (NOX) and depletes ozone, 
while increases in CH4 lead to ozone changes that vary with alti-
tude, with net production in total column ozone. 

For this Assessment, the new Shared Socioeconomic 
Pathway (SSP) scenarios are used for future projections of the major 
GHGs. These replace the previous Representative Concentration 
Pathway (RCP) scenarios used in the last Assessment. The SSPs 
are designed based on socioeconomic and technological devel-
opment and adapt the future climate radiative forcing outcomes 
used for the RCPs, while providing more detail in the variety of 
climate outcomes that can be obtained (Gidden et al., 2019; 
Meinshausen et al., 2020; Chen, Rojas, Samset et al., 2021). 

Section 7.4.3.1 examines how the changing mixing ratios 
of CO2, CH4, and N2O under selected SSPs could affect future 

changes in stratospheric ozone relative to the changing emissions 
and mixing ratios of halogenated compounds. The nine select-
ed scenarios include updates of the four RCPs having the same 
radiative forcing levels of 2.6, 4.5, 6.0, and 8.5 W m–2, as well 
as five scenarios that fill gaps not covered in the RCPs (Gidden 
et al., 2019). These SSPs include five high-priority scenarios from 
the Sixth Assessment Report of the Intergovernmental Panel on 
Climate Change, including a lower-bound 1.9 W m–2 scenario 
(Rogelj et al., 2018), which corresponds to the most optimistic in-
terpretation of Article 2 of the Paris Agreement and comes closest 
to holding the global temperature increase to below 1.5 °C.

7.2.7 Deliberate Climate Intervention 
Chapter 6 provides a comprehensive analysis of the influ-

ence of deliberate climate interventions on the stratospheric 
ozone layer. 

7.2.8 Other Potential Influences on 
Stratospheric Ozone

In this section, the potential impact of future anthropogen-
ic emissions from a large-scale rocket economy, potential new 
supersonic airplanes, and a hydrogen-based energy system is 
discussed. In addition, the current knowledge of the impact of 
volcanoes and wildfires is summarized.

7.2.8.1 Influence of a Growing Spaceflight 
Industry

Emissions from rockets and their effect on stratospheric 
ozone have been the subject of research since the 1970s. Since 
the previous Assessment, significant launch growth has occurred 
and more satellites have been launched into low-Earth orbit than 
during the previous 60 years, an increase entailing larger rockets 
and greater launch rates. 

The greatest part of this growth has come from kerosene-fu-
eled rockets, from which black carbon (BC) emissions have dou-
bled in the past four years (Miraux, 2022). Emissions from solid-fu-
el rockets have increased only slightly, and this trend is likely to 
continue. On the other hand, hydrazine-fueled rocket launches 
have decreased during this period because of propellant toxici-
ty concerns. The number of hydrogen-fueled launches has been 
approximately constant, representing only a small fraction of all 
launches. Methane-fueled rockets, in advanced testing, are ex-
pected to play a significant role in the future, although the rate at 
which methane replaces existing rocket fuel is uncertain.

Rocket propulsion systems typically combine the exhaust 
from several of the four primary propellant types during a single 
launch (by fuel: kerosene, ammonium perchlorate, hydrazine, 
and hydrogen). Mixed rocket emissions into the stratosphere are 
mostly (>90% of about 8 Gg yr–1) a combination of CO2, CO, H2O, 
NO, and OH with the exact amounts depending on propellant 
and altitude. None of these gas-phase emission components 
have a significant effect on stratospheric ozone, except at implau-
sibly larger launch rates (Larson et al., 2017; Ryan et al., 2022). 
NOx emissions (<1%) from some rocket types can affect ozone 
(Ross et al., 2004), although to a lesser degree than solid fuel 
chlorine emission. 

Direct ozone loss caused by chlorine emissions (0.2 Gg yr–1) 
from solid fuel rockets into the stratosphere is well understood. 
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Models generally agree on the amount and distribution of ozone 
loss (Voigt et al., 2013; Ryan et al., 2022). Alumina emissions 
from solid fueled rockets (0.4 Gg yr  –1) cause ozone loss by het-
erogeneous Cly (inorganic chlorine) activation reactions; this is 
less well bounded because of uncertainties in the alumina surface 
area density, extent of sulfate coating, and reaction coefficients 
(Danilin et al., 2003). In situ plume data suggest that ozone loss 
from alumina could be larger than the loss from chlorine (Danilin 
et al., 2001), and this question remains unresolved. 

Indirect ozone loss caused by the absorption and scattering 
of solar radiation by rocket BC and alumina particles in the strato-
sphere have not yet been comprehensively investigated. General 
principals of stratospheric processes suggest that rocket BC and 
alumina increase heating rates and temperature in the strato-
sphere and cause ozone loss (Lee et al., 2021). This is confirmed 
by new models of rocket BC emissions (Maloney et al., 2022; 
Ryan et al., 2022), which show ozone loss from rocket BC is com-
parable to ozone loss from rocket chlorine emissions (per propel-
lant mass), consistent with models of climate change mitigation 
using stratospheric BC (Weisenstein et al., 2015).

With a very large number of 100,000 projected hydrogen-fu-
eled reusable small rocket launches per year, H2O emissions from 
space travel has been estimated to enhance stratospheric water 
by up to 9%, leading to a 20% increase in polar stratospheric 
clouds (PSCs) in both hemispheres (Larson et al., 2017). An even 
larger effect of hydrogen-based space travel is through anticipat-
ed increases in stratospheric NOx, which, combined with HOx 
cycle perturbations, leads to 0.5% loss of the globally averaged 
ozone column, with column losses in the polar regions exceeding 
2%.

The effect on ozone of stratospheric aerosols generated by 
destruction of space debris during reentry is a new area of re-
search (Boley and Byers, 2021; Ryan et al., 2022). It is expected 
that spaceflight architectures that assume disposal of space de-
bris into the mesosphere via destructive reentry will take on great-
er importance in coming years (Ross and Jones, 2022). Reentry 
vaporization and lower mesosphere particle production and sed-
imentation presents a source of stratospheric particles that could 
exceed those from present-day launches by 2030 (Boley and 
Byers, 2021). Very little is known about the composition, sizes, 
and steady state distribution of reentry particles or their possible 
impact on stratospheric ozone. Nitrogen oxide (NO) produced 
during heating of the atmosphere during reentry reduces meso-
spheric ozone (Ryan et al., 2022), though reentry NO production 
rates are poorly quantified.

In view of the rapid growth of rocket launches, rocket fuels, 
spacecraft in orbit, and the anticipated increase in space debris 
reentries these knowledge gaps suggest further assessments are 
warranted.

7.2.8.2 Influence of a New Fleet of Supersonic 
Airplanes

Early research on the environmental effect of supersonic 
airplanes warned of potential adverse effects on stratospheric 
ozone, mainly through their emissions of NOx into the strato-
sphere (e.g., Crutzen, 1972). This concern was reinforced by later 
studies (e.g., Johnston et al., 1989). To date, this potential source 
of ozone loss has not been realized, since the first generation 
of supersonic passenger planes was decommissioned in 2003. 

However, hypothetical concepts for a new generation of super-
sonic airplanes are now again being developed. The potential 
influence of supersonic and hypersonic aircrafts on stratospheric 
ozone are discussed in Section 4.2.5.3.

7.2.8.3 Influence of a Potential Future 
Hydrogen Economy

Hydrogen fuel cells could play a role in future clean energy 
supply systems if produced using renewable energy sources. 
If their use is widespread, it will potentially lead to elevated at-
mospheric hydrogen mixing ratios because of leakages during 
storage and usage. With an atmospheric lifetime of two years 
(Paulot et al., 2021), surface emissions of hydrogen can at least 
partly reach the stratosphere. Further, direct emissions into the 
upper troposphere and lowermost stratosphere are expected 
if planned hydrogen-fueled airplanes and rockets are realized 
(Section 7.2.8.1).

In both the troposphere and stratosphere, hydrogen is 
oxidized to water vapor. The influence will be small in the tro-
posphere because the water vapor perturbation is minimal 
compared with the background. In the stratosphere, additional 
hydrogen increases H2O concentrations. However, it is general-
ly concluded that the effect of future surface emissions from an 
economy that is only partly reliant on hydrogen as an energy car-
rier will be too small to have a substantial effect on stratospheric 
ozone (e.g. Warwick et al., 2004; van Ruijven et al., 2011; Vogel 
et al., 2011; Wang et al., 2013). If hydrogen were to play a major 
role in future energy policy, a potential influence, e.g., via the 
enhanced production of PSCs, has been modeled (Tromp et al., 
2003). 

7.2.8.4 Impact of Volcanoes and Wildfires
Volcanoes are well known to have an intermittent effect on 

stratospheric ozone through their input of aerosols and sulfur 
dioxide (SO2) into the stratosphere (e.g., Langematz, Tully et 
al., 2018). Recently, the effect of wildfires has also been dis-
cussed (Sections 3.2.1.3 and 4.3.5.3). Strong Siberian wildfires 
(2019–2020) were responsible for a layer of dust in the lower 
stratosphere and could have contributed to very low stratospher-
ic ozone concentrations over the Arctic during the same period 
of time (Ohneiser et al., 2021). In addition, strong Australian 
bushfires may also have contributed to very low ozone levels in 
the Antarctic in the spring of 2020 (Rieger et al., 2021) and have 
an at least sporadic negative effect also on mid-latitude ozone 
(Solomon et al., 2022). If intense fires in the temperate to subpo-
lar regions increase, then these fires could have a potential long-
term influence on stratospheric ozone. 

7.3 METRICS FOR CHANGES IN OZONE AND 
CLIMATE

7.3.1 Metrics for Changes in Ozone
As in past Ozone Assessments, one key metric used to eval-

uate the ability of various ozone-depleting substances to destroy 
stratospheric ozone is their contribution to equivalent effective 
stratospheric chlorine (EESC; for a detailed description of this 
metric, see Box 5-2 of Harris, Wuebbles et al. (2014)). The other 
primary metric used in Section 7.4 is the globally averaged ozone 
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depletion as calculated by a two-dimensional model. Semi-
empirical ODPs are updated but are no longer used to evaluate 
the relative differences among the various presented scenarios. In 
calculating EESC, there have been minor changes in the adopted 
fractional release factors (FRFs), which represent the fractions of 
ODSs that have been broken down from their organic forms into 
inorganic molecules that can then be converted to molecules that 
can deplete ozone. These FRFs are consistent with the adopted 
EESC approach, which is used in Chapter 1 of this document and 
was discussed in Section 6.4.3.1 and Appendix 6C of Carpenter, 
Daniel et al. (2018). The adopted FRF values are shown in Table 
7-2 along with the resulting semi-empirical ODPs, which are al-
most identical to those given in Carpenter, Daniel et al. (2018). 
For comparison, the ODPs used in the Montreal Protocol are also 
shown in the table. In evaluating the various scenarios discussed 
in Section 7.4, we use the integrated EESC differences over the 
time period from the year 2023 through the year when EESC 
returns to the 1980 level for each particular scenario. Consistent 
with no longer using GWP-weighted emissions as a metric to 
evaluate the climate impact (see Section 7.3.2), we do not com-
pare scenarios using cumulative ODP-weighted emissions as 
was done in the previous Assessment. As discussed in Chapter 1, 
there have been some updates to the ODS lifetimes used in this 
Assessment. These lifetime updates are included in the Annex. 

A more substantial change to the analysis of the ODSs in this 
chapter relative to the main section of Carpenter, Daniel et al. 
(2018) arises from using the revised EESC approach of Engel et al. 
(2017). The new approach used to calculate EESC leads to a larg-
er effective stratospheric age of air compared with the previously 
assumed 3 years at mid-latitudes and 5.5 years in polar regions 
and was discussed in detail in Section 6.4.1 of Carpenter, Daniel 
et al. (2018). The effective increase in the age of air, combined 
with the fact that the EESC slope is steeper with time around 
1980 than the projected slope when EESC returns to 1980 levels, 
leads to a delay of more than a decade in the projected time for 
mid-latitude EESC to return to 1980 levels with the Engel et al. 
(2017) EESC approach relative to that used in the main chapter 
of Carpenter, Daniel et al. (2018). The advantages of this newer 
approach were recognized in the 2018 Assessment, which is why 
both were discussed in Carpenter, Daniel et al. (2018) and sce-
nario results of the Engel et al. (2017) approach were shown in 
Appendix 6C. If the scenario results of this chapter are to be fairly 
compared with those of Carpenter, Daniel et al. (2018), the results 
here should be compared with those of Table 6C-1 in Appendix 
6C of Carpenter, Daniel et al. (2018) and not the results shown 
in their Table 6-5. Unfortunately, the change in EESC approach 
also inhibits straightforward comparisons with scenario results 
(using EESC) from Ozone Assessments before 2018. It should 
be noted that because nearly all of the source gases have almost 
fully dissociated by the time they make it to the polar vortexes, 
the difference between the two EESC approaches is substantially 
smaller in polar regions than it is at mid-latitudes. It should also be 
noted that in regions where full dissociation has not occurred, the 
move to the approach of Engel et al. (2017) introduces another 
potentially significant model sensitivity relating to atmospheric 
transport. Given this, when future comparisons of EESC are made 
with different models, it would be important to indicate which dif-
ferences are due to model differences and which are due to ODS 
scenario differences.

7.3.2 Metrics for Changes in Climate
The climate metrics used in Carpenter, Daniel et al. (2018) 

were global warming potentials (GWPs), global temperature 
change potentials (GTPs), and radiative forcing (RF). A description 
of these metrics can be found in Box 5-3 of Harris, Wuebbles et 
al. (2014), and a discussion of radiative forcing can be found in 
Box 5-3 of this Assessment. A search for better metrics continues 
in the scientific and policy community, with the most appropriate 
metric dependent on the particular purpose. Recently, Forster, 
Storelvmo et al. (2021) have discussed two new metrics that are 
demonstrably better when the goal is to have similar tempera-
ture change outcomes from similar metric-weighted emissions 
trajectories; these are GWP* and combined global temperature 
change potential (CGTP). Both approaches require that gases be 
divided into long-lived ones, which behave like CO2 in that the 
amount of warming depends on the cumulative emissions, and 
short-lived ones, whose warming depends on changes in emis-
sions. The GWP* approach, for example, has frequently been 
used to compare warming from CO2 (long-lived) with that from 
CH4 (short-lived). However, when there are important gases with 
intermediate lifetimes, this categorization is ambiguous and im-
perfect. In this chapter, for example, the way in which CCl4 and 
CFC-11 are categorized have significant effects on the relative 
comparisons of the scenarios. Because of this and the shortcom-
ings identified in using the traditional GWP-weighting to equate 
the climate impact of GHG emissions with substantially different 
lifetimes (see, e.g., Chapter 7 of the Working Group I contribu-
tion to IPCC AR6: Forster, Storelvmo et al., 2021), in this chapter, 
we compare the climate impact of various scenarios by using the 
averaged radiative forcing over the period 2023–2100. 

In calculating the radiative forcing of the scenarios dis-
cussed in Section 7.4, the radiative efficiency (RE) factor estimates 
that have changed the most significantly since the previous 
Assessment are for CFC-11 and CFC-12. Hodnebrog et al. (2020b) 
have estimated that tropospheric feedbacks of these compounds 
imply their REs should be increased by 13% and 12%, respective-
ly, and they have been changed accordingly. 

Additional terminology that is relevant to the calculation of 
indirect GWPs in this section is effective radiative forcing (ERF). A 
detailed discussion of ERF and how it compares with RF is found in 
Box 5-3. The ERF of the halocarbons includes the offsetting radi-
ative forcing due to the ozone depletion they cause, which is the 
dominant response, as well as to other adjustments such as tropo-
spheric responses including cloudiness and circulation changes. 
In a case where the various atmospheric responses to an increase 
of a specific ODS mixing ratio completely offsets its direct radiative 
forcing, the ERF of that ODS would be zero. Three studies have 
been published since the previous Assessment that estimated the 
ERF of the combined ODSs (Morgenstern et al., 2020; O’Connor 
et al., 2021; Thornhill et al., 2021), and another has updated ra-
diative efficiency estimates of the halocarbons as well as the re-
sulting GWPs (Hodnebrog et al., 2020a). One of the ERF studies 
(Morgenstern et al., 2020) has attempted to remove the effect of 
the large variation among models in their calculated ozone deple-
tion by constraining their modeled ERF estimate using observed 
depletion amounts. In their assessment of these studies, Forster, 
Storelvmo et al. (2021) suggest an ERF for all ODSs plus the HFCs 
in 2019 (relative to 1850) of 0.01 to 0.40 W m–2, when includ-
ing the responses in ozone depletion as well as in stratospheric 
water vapor and atmospheric methane mixing ratios. While the 
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radiative efficiencies for the key ODSs have changed little over 
the last four years (see, e.g., Annex), the uncertainty range for the 
ERF of the ODSs now encompasses smaller values; i.e., the off-
set through responses could be larger than previous Ozone and 
IPCC Assessments have suggested. Despite modeling improve-
ments and a new approach constraining the ERF estimates with 
observations, the uncertainty in the ERFs remains substantial, as 
discussed in Section 5.3.1.1. The uncertainty range implies that 
the forcing offsets range between approximately no offset to a 
complete offset of the ODS direct radiative forcing. These ERFs, 
which include the radiative impact of ozone depletion resulting 
from ODSs, are used only in the calculation of indirect GWPs in 
this chapter. The comparison of the various scenarios presented 
in Table 7-6 and the figures that show radiative forcing do not 
consider the radiative impact of ozone depletion. 

The direct and indirect GWPs are shown in Table 7-5. The 
direct GWPs capture only the direct radiative effect of the ODSs 
themselves, including stratospheric temperature adjustment and, 
for CFC-11 and CFC-12, tropospheric adjustments. The offset-
ting radiative effects of ozone responses, as well as the smaller 
effects of methane and water vapor responses, to changes in 
ODS mixing ratios are given by the indirect GWPs (Table 7-5). 
The sum of the direct and indirect GWPs therefore approximately 
capture the full radiative effect of an ODS’s emissions. The indirect 
GWPs given in Table 7-5 incorporate the midrange of the new 
ERF in their calculation, using the same EESC-scaling approach 

described Daniel et al. (1995) and in previous Assessments (e.g., 
Carpenter, Daniel et al., 2018). The full uncertainty range varies 
between roughly 0 and twice the indirect GWP quoted. When 
compared with the equivalent Table 6-3 of the WMO (2018) 
Assessment, the slightly more negative indirect GWPs are appar-
ent. As in previous Assessments, the relative magnitudes of the 
direct and indirect GWPs vary widely across the different ODSs, 
with key factors including whether the compound has a bromine 
atom instead of chlorine (since bromine is roughly 60 times more 
effective than chlorine at depleting ozone), the number of halo-
gen atoms, and the radiative efficiency of the ODS. While HFCs 
do not cause chemical ozone depletion, they do alter strato-
spheric temperatures, which in turn leads to stratospheric ozone 
changes (Hurwitz et al., 2015; Dupuy et al., 2021). These chang-
es are, however, minimal and are not considered in our indirect 
GWP calculations. 

This ERF revision to the ozone forcing in response to the 
ODSs is also important for understanding the climate forcing 
role of the ODSs collectively. We do not include the offset of the 
ozone response in evaluating the scenarios later in this chap-
ter but do point out that if the lower ERF estimates prove to be 
accurate, this would imply that the phasedown of the ODSs by 
the Montreal Protocol would have a smaller globally averaged 
climate impact than previously estimated, at least from a strictly 
global radiative point of view. Again, however, it is important to 
note the large uncertainty in determining this offsetting radiative 

Gas Direct GWP 100-yr Indirect GWP 100-yr

CFC-11 6410 –4390

CFC-12 12,500 –3490

CFC-113 6530 –3600

CFC-114 9450 –1490

CFC-115 9630 –355

HCFC-22 1910 –133

HCFC-123 91 –43

HCFC-124 596 –55

HCFC-141b 808 –302

HCFC-142b 2190 –219

HCFC-225ca 137 –45

HCFC-225cb 557 –69

CH3CCl3 164 –366

CCl4 2150 –3460

CH3Br 2 –1400

Halon 1211 1990 –25,400

Halon 1301 7430 –75,800

Halon 2402 2260 –64,400

Table 7-5.  Indirect GWPs from ozone depletion compared with direct GWPs for select ODSs. We calculate the “indirect” GWP 
using the radiative effect of the responses in ozone, methane, and stratospheric water vapor to the ODS. This indirect GWP 
calculation approach follows Daniel et al. (1995) and assumes that, as with ozone, all three indirect responses track EESC. The 
radiative forcing due to ozone depletion from 1979 to 2000 is updated to –0.17 W m–2; this is 50% of the direct forcing from 
the ODSs and HFCs and is in approximately the middle of the range of this same ratio in Szopa, Naik et al. (2021). The relative 
uncertainty in this radiative forcing offset response (IPCC, 2021) translates directly to the same relative uncertainty in indirect 
GWPs. Notice that the number of significant figures shown for both indirect and direct GWPs are not meant to represent the 
level of uncertainty; instead, they are shown so changes relative to past studies and future studies can be more easily tracked.
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forcing from ozone depletion (see Section 5.3.1.1) and to note that 
this remains an active area of research. We also reiterate that the 
issue of a potential ozone forcing offset does not apply to HFCs 
and thus will not alter estimates of the radiative forcing benefit of 
the Kigali Amendment.

7.4 SCENARIOS AND SENSITIVITY ANALYSES

7.4.1 Tools Used in Analyses of Ozone and 
Climate Effects

As in recent Ozone Assessments, the foundation for the ODS 
scenarios generated in this chapter are observed atmospheric 
mixing ratios of the ODSs and their replacements, as well as their 
global lifetimes, reported production to UNEP, and estimates 
of ODS banks (Box 7-1). The historical mixing ratios to which 
all the scenarios are tied, and from which annual emissions are 
estimated, are taken from a combination of the Advance Global 
Atmospheric Gases Experiment (AGAGE) and National Oceanic 
and Atmospheric Administration (NOAA) observational networks 
(Chapter 1). The production data are taken from what the Parties 
have reported to the Ozone Secretariat, aggregated into Article 5 
and non-Article 5 country groups. The lifetimes for the ODSs con-
sidered in this chapter have been updated from those in the 2018 
Assessment and are presented in the Annex of this Assessment as 
well as in Table 7-2. 

We continue to use the 1-box model that has been used in 
the past several Ozone Assessments. In this model, banks are 
prescribed for a given starting year, chosen here to be 2020, and 
from these are calculated going forward from that year by adding 
projected annual production and subtracting projected annual 
emissions. It is important to recognize that the temporal evolu-
tion of these banks is performed in a relatively simplistic manner, 
with only a single bank for each compound. Thus, that bank 
can contain a mix of accessible and inaccessible banks as well 
as active and inactive banks, for example. In the previous three 
Assessments (WMO 2011, 2014, 2018), 2008 bank values were 
projected forward from estimates from UNEP (2009). Here, bank 
starting values are taken using a Bayesian approach described 
in Lickley et al. (2020, 2021, 2022). These banks represent the 
most recent comprehensive estimate of banks that has been 
peer-reviewed. Nonetheless, there are substantial uncertainties 
associated with these estimates. One contributing factor to un-
certainties in both the Lickley approach and the previously used 
approach is uncertainties in global lifetimes, which lead to a bias 
in the emissions estimated from atmospheric concentration ob-
servations. Any biases in either production or emissions can have 
a significant impact on the bank size estimated for the present and 
moving into the future. A discussion of the potential impacts of 
these alternative bank estimates for ozone and climate is found in 
Section 7.4.3. 

The Technology and Economic Assessment Panel (TEAP) 
has also performed a model analysis of CFC-11 banks. In their 
approach, they use estimates of release rates that vary over the 
bank’s life cycle (WMO, 2021). These bank size estimates are con-
sistent with the values calculated by Lickley et al. (2020), giving 
further credibility to their use in this chapter. 

As in the previous Assessment, the GSFC 2-D model, de-
scribed in Appendix 6B of Carpenter, Daniel et al. (2018) and 

in Fleming et al. (2020), is used to evaluate the ozone response 
for the scenarios developed here. The use of this 2-D model will 
again allow us to evaluate the impact of future projections of CO2, 
CH4, and N2O.

7.4.2 Baseline Scenario
Future scenarios are derived in this chapter for the long-lived 

ODSs, CH2Cl2 (dichloromethane), and HFC-23. Projections for 
the other HFCs are described in Chapter 2 and are incorporated 
here. HFC-23 scenarios are developed in this chapter because of 
the close association of HFC-23 emissions with HCFC-22 produc-
tion. Beyond the ODSs, various scenarios of future mixing ratios 
of CO2, CH4, and N2O are also examined with the 2-D model to 
show their influence on future ozone levels. 

The scenario chosen to be the baseline scenario for non-
ODS GHGs is SSP2-4.5. Of the five SSP narratives, this comes 
closest to representing a middle-of-the-road pathway, with social, 
economic, and technological trends projected to be not substan-
tially different from what has occurred in the past. In addition, 
this is the baseline scenario used in the Chemistry-Climate Model 
Initiative (CCMI) model calculations, which are used elsewhere in 
this Assessment. 

In general, the key assumptions that determine future ODS 
mixing ratios are 1) their global lifetimes, 2) projections of future 
production, 3) current banks, and 4) release rates from produc-
tion, including production intended for feedstock use and from 
banks. For production intended for emissive uses (i.e., non-feed-
stock uses), it is assumed that all halon and CFC production has 
ceased globally, along with HCFC production in non-Article 5 
countries. In Article 5 countries, future HCFC production is held 
constant at 2020 levels until 2025, after which it phases down in 
steps according to the Protocol controls. An important difference 
between the baseline scenario used here and the baseline sce-
narios in previous Assessments is that we include some emissions 
from feedstock production for the compounds CFC-113/CFC-
113a, CFC-114/CFC114a, HCFC-22, HCFC-141b, HCFC-142b, 
CH3CCl3, CH3Br, and CCl4 and allow these emissions to continue 
into the future. The emissions from feedstocks are uncertain, and 
we conservatively make the assumption that 2% of production as-
sociated with feedstock usage is emitted in the year of production 
(see Box 7-2 for a discussion of feedstock-related emissions) for 
all compounds except CCl4, for which it is assumed to be 4.3% 
(see Section 7.2.1.3 and Figure 7-4). These CCl4 emissions arise 
from a combination of emissions from its production (i.e., unre-
ported, non-feedstock emissions in Figure 7-4) and from the 
feedstock usage. Note that this 4.3% has been revised down-
ward from that given in the SPARC CCl4 report (SPARC, 2016). 
There are substantial increasing feedstock production trends over 
at least the past few years for HCFC-22 and CCl4 (Figure 7-3). 
Nevertheless, in our baseline scenario, we assume that future 
production for feedstock use remains fixed at the 2020 levels. As 
discussed in Box 7-2, CCl4 projections are calculated differently 
than the projections for other ODSs due to the large uncertainty in 
the sources of recent and current emissions. We assume that the 
current emissions are made up of a feedstock-related emissions 
component, an inadvertent component related to other indus-
trial sources, and emissions related to historic production (e.g., 
from landfills; see Figure 7-4). It is assumed that emissions from 
this historic production are linearly phased out between 2021 
and 2030, after which they remain zero, and the only continuing 
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emissions are associated with feedstock production and use as 
well as inadvertent production losses. 

For the banks considered, including CFC-11, CFC-12, HCFC-
22, HCFC-141b, HCFC-142b, halon-1211, and halon-1301, the 
Lickley approach (Lickley et al., 2022) is used to estimate banks at 
the beginning of 2020. These 2020 banks, along with historical 
emissions and reported production values are used to estimate 

banks back to 2015. Then, over the 2015–2020 time period, a 
single average annual percentage release rate from the bank is 
calculated for each compound and assumed to remain constant 
into the future. This uniquely determines future emission scenar-
ios for each of the banked compounds, with annual production 
added to and annual emissions subtracted from the bank each 
year.

Figure 7-6. Comparison of mixing ratios from the current baseline scenario (solid black curves) with those of the alternative 
scenarios described in Section 7.4.3 and those of the baseline scenario from the 2018 Assessment (dashed black curves). Alter-
native scenarios shown include the elimination of the banks in 2023 and 2030 (dashed and solid green curves, respectively), 
elimination of production from 2023 onward (orange curves), elimination of emissions from 2023 onward except for emissions 
associated with feedstock production (dark blue curves), elimination of all emissions from 2023 onward (light blue curves), and 
a “non-constant” feedstock production scenario in which feedstock production continues to increase or decrease in the future at 
the rate experienced over the past decade (described in the text; magenta curves).
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CH3Br is assumed to have no further controlled production 
globally, and continuing emissions arise from assumed constant 
ongoing production for critical use exemptions (CUEs) and quar-
antine and pre-shipment (QPS) uses consistent with what has 
been reported for 2020. Halon-1202 and halon-2402 are as-
sumed to have no future emissions, and the mixing ratio of CH3Cl 
remains at 539.5 ppt, a level assumed to be consistent with no 
further anthropogenic activity; while some anthropogenic emis-
sions are likely to continue (see Section 7.2), these are not expect-
ed to significantly affect the conclusions of this chapter and thus 
are not considered here.

We also include in the discussion below the impact of CH2Cl2 

on ozone, as calculated from 3-D model studies. We do not in-
clude this compound in our 2-D model calculations because of 
the dependence on the time of year and location of emissions 
(both latitude and longitude) in determining how much reaches 
the stratosphere. It is accepted that 3-D models are required to 
accurately calculate the transport of short-lived compounds from 
the surface to the stratosphere.

Finally, we develop a baseline scenario for HFC-23, includ-
ing only its relationship to production of HCFC-22. HFC-23 is 
considered only in the climate forcing calculation since it has no 
chlorine, bromine, or iodine in it, and the change in ozone from 
its temperature impact would be minimal in our scenarios. While 
the HCFC-22 production intended for emissive uses is controlled 
by the Montreal Protocol, future feedstock production is uncon-
trolled. We assume that the emissions of HFC-23 are equal to 
1.6% of the HCFC-22 production, where destruction capacities 
are only partly employed (Section 7.2.1.4). For the HFC-23 scenar-
io, we assume that the HCFC-22 feedstock production increases 
through 2030 at the recently reported rate and remains constant 
thereafter. The baseline scenario for the other HFCs is developed 
and described in Chapter 2. 

The ODS mixing ratios for the baseline scenario are shown in 
Figure 7-6 and are tabulated in Appendix Table 7A-1. HFC-23 
mixing ratios are also included in Appendix Table 7A-1 starting 
in 2018. Many of the ODS projections are very similar to those 
of the baseline scenario from the 2018 Assessment. The biggest 
differences arise from the upward revision of bank estimates and, 
for some compounds, from including future emissions associat-
ed with feedstock production. HCFC-22 mixing ratios show the 
largest increases in the coming decades when compared with 
the previous Assessment, with values from 2042 to 2056 more 
than 50 ppt larger in the present projections. CFC-11 and CFC-
12 both are larger by more than 10 ppt compared with the 2018 
Assessment for periods in the future. 

7.4.3 Alternative Future Scenarios
The primary alternative ODS scenarios are designed to as-

sess the relative contributions of various sources of emissions to 
future ozone depletion and climate change. Specifically, we de-
velop some scenarios that include the elimination of all emissions 
or production of certain compounds beginning in 2023 and some 
that eliminate banks that are projected to exist in 2023 or 2030. 
The purpose of examining two separate years for the elimination 
of banks is to provide some estimate of the benefit of quick action; 
however, this comparison depends on how quickly the ODSs are 
released from the banks and thus likely has more uncertainty as-
sociated with it than some of the other scenario comparisons. As 
stated earlier, there is also no differentiation of bank type in this 

chapter, which would be useful information if one wished to de-
termine the practicality of capturing a bank. By grouping all banks 
into a single bank, we do not differentiate between active and in-
active banks or the type of equipment in which the banked com-
pound resides, nor can we comment on the accessibility of any 
bank. HFCs are also evaluated for their impact on climate under 
future scenarios in which all emissions, production, or banks are 
eliminated from 2023 onward.

Other alternative ODS scenarios performed are meant to es-
timate the impact of the unreported production and associated 
emissions of CFC-11 over the past decade, as well as the potential 
impacts of future emissions associated with uncontrolled produc-
tion intended for feedstock applications. To quantify the impact 
of feedstock usage, we include a scenario in which all emissions 
associated with feedstock applications are eliminated beginning 
in 2023. We include an additional scenario that is identical to 
the baseline scenario except that through 2030, feedstock pro-
duction for each compound considered is allowed to continue 
increasing or decreasing at the same rate as exhibited over the 
2010 –2020 period. Of course, changes after 2030 would fur-
ther affect any conclusion, but we hold production constant after 
2030 due to the speculative nature such projections would entail. 
It is important to recognize that the feedstock results presented 
in this chapter are specifically dependent on the ODS emissions 
that are assumed to be associated with feedstock activity in the 
baseline scenario.

Future ODS projections for selected alternative scenarios are 
included in Figure 7-6 for comparison with the baseline scenario 
of this chapter and the baseline scenario of WMO (2018).

For CH2Cl2, we estimate the impact of future emissions if 
they are allowed to grow through 2030 at the rate exhibited 
over the past five years, after which emissions are held constant. 
Furthermore, we also estimate the effect of the elimination of all 
CH2Cl2 emissions after 2023. 

For CO2, CH4, and N2O, we examine eight alternative SSP 
scenarios that range from substantially lower (SSP1-1.9) to sub-
stantially higher (SSP5-8.5) greenhouse gas radiative forcing by 
the end of the century. We examine the impact of these different 
concentrations collectively and individually to show the specific 
effect that each compound has on future ozone levels. 

The specific scenarios discussed above are evaluated for 
their impacts on stratospheric ozone and climate in Table 7-6. 

7.4.3.1 Stratospheric Ozone Implications 
The mid-latitude EESC evolution for selected key ODS sce-

narios is shown in Figure 7-7. This shows that in the baseline 
scenario, mid-latitude EESC returns to its 1980 levels at the begin-
ning of 2066, about six years later than in the baseline scenario 
of the 2018 Assessment (cf. Appendix 6C of Carpenter, Daniel et 
al. (2018)). This is primarily due to the higher concentrations of 
CFC-11 and CFC-12 that result from the larger bank estimates used 
here compared with the previous Assessment. Polar EESC returns 
to 1980 levels in 2087, about nine years later than in Carpenter, 
Daniel et al. (2018). Slight changes in the age spectrum function 
used in the EESC calculation also contribute about one and two 
years to these mid-latitude and polar delays, respectively. In 
Carpenter, Daniel et al. (2018), the function describing the age 
spectrum for use in the Engel et al. (2017) approach, assumed 
a width to mean age ratio of 0.5 as suggested in Newman et al. 
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Scenario Change in Integrated EESC1 
Relative to Baseline Scenario 

for the Mid-latitude Case

Year When EESC is Expected to 
Drop Below 1980 Value 

(year x)

Change in Average 
Radiative Forcing 

2023−2100
(mW m–2)

Change in 
Integrated O3 

Depletion:
2020−2070

(%)∫ EESC dt ∫ EESC dt
Mid-latitude Antarctic 

Vortex

A1: Baseline scenario 0.0 0.0 2066.0 2086.6 0.0 0.0

Elimination of production for emissive uses2:

All ODSs –3.2 –9.6 2063.2 2084.1 –3.7 –0.15

HCFCs –0.5 –1.5 2065.6 2086.3 –3.3 –0.03

CCl4 –0.9 –2.6 2065.5 2086.3 –0.4 –0.04

CH3Br for QPS and CUE –1.9 –5.6 2064.1 2084.7 –0.0 –0.08

HFCs (except HFC-23) –51.4

Elimination of emission for emissive uses3:

 All Controlled ODSs –10.1 –30.1 2052.9 2072.1 –25.1 –0.60

CFCs –3.3 –10.0 2061.2 2080.7 –9.5 –0.20

Halons –3.1 –9.3 2062.1 2082.0 –0.4 –0.12

HCFCs –2.6 –7.7 2063.9 2085.1 –14.8 –0.14

CCl4 –0.9 –2.6 2065.5 2086.3 –0.4 –0.04

CH3CCl3 0.0 0.0 2066.0 2086.6 0.0 –0.00

CH3Br for QPS –1.9 –5.6 2064.1 2084.7 0.0 –0.08

All ODS emissions, including 
related to feedstock use

–11.3 –33.8 2050.5 2068.1 –31.1 –0.71

HFCs (except HFC-23) –67.7

HFC-23 –10.9

Entire 2023 bank captured and destroyed:

All ODSs –7.7 –22.9 2055.6 2074.7 –21.5 –0.46

All CFCs –3.3 –10.0 2061.2 2080.7 –9.5 –0.20

All halons –3.1 –9.3 2062.1 2082.0 –0.4 –0.15

All HCFCs –2.1 –6.3 2064.4 2085.4 –11.6 –0.11

HFCs (except HFC-23) –16.2

Entire 2030 bank captured and destroyed:

All ODSs –4.7 –13.9 2057.7 2076.6 –15.7 –0.29

All CFCs –1.8 –5.5 2062.5 2082.1 –6.1 –0.11

All halons –1.9 –5.6 2062.8 2082.6 –0.3 –0.10

All HCFCs –1.5 –4.6 2064.2 2085.2 –9.3 –0.09

Other scenarios:

Continuing feedstock trend 
through 2030

2.3 6.8 2070.3 2092.1 +4.4 +0.10

Additional 1000 Gg bank of 
CFC-11 in 2021

3.0 9.0 2069.7 2090.3 +5.6 +0.15

Reduced CFC-11 of 280 Gg 
over 2012–2019

–1.2 –3.7 2065.2 2085.9 –1.7 -0.06

N2O mitigation (uses SSP1-
1.9 for N2O)

–43.4 –0.17

No future CH2Cl2 
anthropogenic emissions

–0.28 to –0.56

CH2Cl2 emissions increasing 
through 2030, then constant

+0.06 to +0.12

 year x year x

1980 2023

Note:
1EESC is calculated according to the approach described in Engel et al. (2017); this change accounts for a delay in the return of mid-latitude EESC to 1980 levels of more 
than a decade when compared with Table 6-5 of WMO (2018).
2Production scenarios all allow for non-emissive uses, such as those associated with feedstock usage.
3Emission scenarios allow for continued emission associated with non-emissive uses.

Table 7-6.  See caption on facing page.
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Figure 7-7. Mid-latitude EESC time series for the scenarios 
shown in Figure 7-6. The 2018 Assessment EESC values 
have been calculated using the approach adopted in this 
chapter and applied to the mixing ratios of that baseline 
scenario to obtain a consistent comparison. 
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(2007); here we assume the ratio of the square of the width to the 
age is 0.7 yr, taken form Engel et al. (2017). 

Figure 7-8 and Figure 7-9 compare the impact of selected 
scenarios on globally averaged total column ozone, respective-
ly, as calculated with the 2-D model. As expected, the ozone 
response exhibits a roughly inverse relationship with the EESC 
curves. While the subsequent discussion specifically refers to 
ozone and ozone depletion, EESC generally responds in a con-
sistent manner with ozone depletion across the various scenarios 
shown in these figures as well as in Table 7-6. 

Elimination of all halogenated ODS emissions starting in 
2023 increases future global ozone above the baseline, with a 
0.71%11 increase in globally averaged column ozone averaged 
over 2020 –2070 (Table 7-6), and it moves the date when EESC 
returns to 1980 levels forward by 16 years for mid-latitudes and 
19 years for polar regions. Elimination of all ODS emissions rep-
resents the lowest future EESC that can be achieved with the 
lifetimes assumed here; these global lifetimes determine how 

quickly the various ODS atmospheric mixing ratios decline. CFCs, 
halons, HCFCs, CH3Br, and CCl4 (including emissions from pro-
duction and use in feedstock applications) all contribute notably 
to future ODS emissions in the baseline scenario.  

In the baseline scenario, future feedstock-related emissions 
lead to a 0.11% decrease in globally averaged total ozone aver-
aged over 2020 through 2070 and an increase in radiative forc-
ing of 6 mW m–2 when averaged over 2023–2100. If feedstock 
emissions continue to change through 2030 at the same rate as 
over the past decade and are held constant thereafter, this would 
decrease total ozone averaged over 2020 through 2070 by an 
additional 0.10% and increase averaged radiative forcing by an 
additional 4 mW m–2 when averaged over 2023 through 2100. 

The scenarios that assume hypothetical full capture and 
destruction of ODS banks in 2023 or 2030 (Figure 7-9) have a 
much larger effect on reducing future ozone depletion than does 
the scenario in which production of all ODSs is eliminated starting 
in 2023. As stated above, however, it should be recognized that 
there are substantial uncertainties in the current bank size esti-
mates. The Lickley et al. (2022) bank values are generally higher 
than those projected for 2020 when starting with the 2008 values 
of IPCC/TEAP (2005); this is also the case for projections from the 
IPCC/TEAP (2005) banks estimated for 2002. It is our assessment 
that the uncertainties in bank values remain large at this time, with 
commensurate uncertainties in the extent to which capture and 
destruction of the banks could benefit climate and ozone. 

Using the results from WMO (2021), we can put the potential 
impacts of the unreported production of CFC-11 over the past de-
cade into context with the results above. We evaluate the impact 
of the unexpected emissions over the 2012–2019 period by as-
suming emissions associated with unreported production of 280 
Gg, the middle of the range (120 –440 Gg) given in WMO (2021). 
We also examine the impact of an additional 1000 Gg in the CFC-
11 bank in 2020. While the increase in the CFC-11 bank from the 
unreported production is uncertain, this value of 1000 Gg can be 
used to approximately scale other potential bank increases if more 
certainty is eventually gained as to how much of the recent unre-
ported production went into applications relative to how much 
has already been emitted. A CFC-11 bank increase of this size 
(1000 Gg) is projected to lead to about a 0.15% decrease to glob-
al column ozone averaged through 2070. This can be compared 
with the emissions through 2019 (280 Gg) associated with the 
unreported production causing an additional 0.06% depletion 
averaged over 2020 –2070. It is thought likely that the observed 

11  Ozone change percentages modeled in this chapter are calculated with the simplifying assumption of a background globally averaged column ozone level of 300 DU. Thus, 
a 1% change represents a 3 DU change

Table 7-6.  Comparison of scenarios and test cases, showing the year when EESC1 drops below the 1980 value for both mid-lati-
tudes and in the Antarctic vortex, as well as integrated mid-latitude EESC differences relative to the baseline scenario; the integral 
is performed from 1980 or 2023 through the time when mid-latitude EESC returns to 1980 levels (denoted as “year x”). Also 
shown are changes in average radiative forcing over 2023–2100 and average global ozone depletion over 2020−2070. Future 
changes in CH4 and CO2 may also significantly alter ozone levels and radiative forcing, likely by amounts larger than any of the 
cases considered in this table (see, e.g., text in Section 7.4.3.1). Average radiative forcing from the ODSs in the baseline scenario, 
against which other scenarios are compared, is 0.22 W m–2 (220 mW m–2); for HFC-23 it is 0.02 W m–2, and for the other HFCs it 
is 0.08 W m–2. For comparison, the current radiative forcing of CO2 is about 2 W m–2. 
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Figure 7-8. Influence of selected scenarios on globally av-
eraged (90°S–90°N) total ozone relative to that in 1980. 
The scenarios include the baseline scenario; no long-lived 
ODS emissions from 2023 onward; no long-lived ODS 
emissions from 2023 onward except for feedstock uses; 
feedstock emission changes continuing at the same rate 
experienced over the past decade through 2030, then 
held constant; an N2O mitigation scenario in which the low 
SSP1-1.9 projection is used for future N2O mixing ratios; 
and a high N2O scenario in which the high SSP3-7.0 pro-
jection is used for future N2O mixing ratios, with all other 
assumptions following the baseline scenario. Calculations 
are from the GSFC 2-D model. The figure also shows ob-
served global and annually averaged total ozone relative 
to the 1979–1981 average, from ground-based (black plus 
signs) and satellite (grey triangles) observations.

Figure 7-9. Same as in Figure 7-8 but for additional sce-
narios. These scenarios include the baseline scenario; full 
capture and destruction of the ODS banks in 2023 but al-
lowing continued production; full capture and destruction 
of the ODS banks in 2030 but allowing continued produc-
tion; no ODS production from 2023 onward; and an addi-
tional 1000 Gg in the CFC-11 bank in 2020, with all other 
assumptions following the baseline scenario. Calculations 
are from the GSFC 2-D model. The figure also shows ob-
served global and annually averaged total ozone relative 
to the 1979–1981 average, from ground-based (black plus 
signs) and satellite (grey triangles) observations.

emissions over this time period were associate with foam pro-
duction, and historically it is found that about 25%– 45% of the 
production is emitted through the foam production process. This 
would imply an increase in the CFC-11 bank of 146–1320 Gg. This 
range is comparable to another recent estimate of the increase in 
CFC-11 banks of 90 to 725 Gg due to this unreported production 
(Montzka et al., 2021).

To explore further how future emissions of other climate-rel-
evant gases could affect ozone, Figure 7-10 shows the range 
in future global total ozone associated with nine selected SSP 
scenarios (1-1.9, 1-2.6, 2-4.5, 3-7.0, 3-7.0-low NTCF [near-term cli-
mate forcer], 4-3.4, 4-6.0, 5-3.4 overshoot (OS), and 5-8.5). The 
influences of CO2, CH4, and N2O are shown in combination (top 
panel), as well as individually (lower three panels), where the lat-
ter are calculated by varying each gas individually while using the 
baseline SSP2-4.5 scenario for the other two gases. The baseline 

ODS scenario is used in all runs. The processes responsible for the 
ozone impacts of these greenhouse gases (GHGs) are discussed 
in Chapter 3 and in past Assessments. When compared with 
Figures 7-8 and 7-9, it is apparent that the variations of each of 
these three GHGs across the SSP scenarios lead to a substantially 
wider range of possible future ozone levels than from the ODS 
scenarios alone. For example, the difference in global ozone in 
2100 between the baseline ODS scenario and a scenario with no 
ODS emissions from 2023 is 0.6% (Figure 7-8). This contrasts 
with a range of 6% across the SSP scenarios due to the combined 
impact of the three GHGs, and ranges of 3%, 4%, and 1.5% due 
to the individual ranges of CO2, CH4, and N2O concentrations, 
respectively. Thus, policies that affect the future evolution of 
these three GHGs in particular will be important for predicting 
how ozone will change. The impacts of N2O and ODS mitigation 
through the 21st century are also directly compared in Figure 7-8. 
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Finally, two alternative scenarios are examined for CH2Cl2, 
namely (1) continued strong growth in emissions until 2030, 
with constant emissions thereafter, and (2) immediate cessation 
of emissions. Ozone impacts of these scenarios are shown in 
Table 7-6. Unlike the CFCs, CH2Cl2 has a short lifetime and thus 
responds rapidly to changes in emissions. If emissions quickly de-
crease in the future, the delivery of CH2Cl2 to stratospheric chlo-
rine will also fall rapidly. Under scenario (1), a range of 3-D model 
ODP values (Claxton et al. 2019) implies that integrated global 
ozone depletion over 2020 –2070 (shown in the final column 
of Table 7-6) would increase by a rather small amount (0.06%–
0.12%). However, the continuing large variability in its surface 
abundances makes estimates of future concentrations highly un-
certain and hinders evaluation of the plausibility of this scenario. 
If, on the other hand, all anthropogenic emissions of CH2Cl2 were 
to cease in 2023, the reduction in average ozone depletion from 
2020 –2070 relative to the baseline scenario would be more sig-
nificant (0.28– 0.56%). The amount of reduction in ozone deple-
tion would be dependent on the regional variation of emissions 
sources, with the largest depletion reduction being for emissions 
sources in tropical Asia. The effect on average ozone depletion 
from 2020 –2070 would be about 40 –80% of the effect of elimi-
nating all ODS emissions in 2023.

7.4.3.2 Climate Implications
The radiative forcing time series for ODSs in the baseline 

scenario and selected alternative scenarios are shown in Figure 
7-11. As mentioned previously (Section 7.3.2), the forcing from 
these compounds due to ozone destruction is not included in 
this figure, in Table 7-6, or in our discussion below. Even with the 
extreme scenario that assumes no additional emissions of ODSs 

Figure 7-10. As in Figure 7-9, but showing global total 
column ozone responses to a range of future CO2, CH4, 
and N2O emissions scenarios in the presence of decreas-
ing ODSs. The colored lines depict the range in projected 
ozone for the nine SSP scenarios listed in the bottom pan-
el, due to future changes in all three GHGs combined (top 
panel), and individually by varying each gas while using 
the baseline SSP2-4.5 scenario for the other two gases. 
For CO2 and CH4, the highest and lowest assumed emis-
sions correspond to the highest and lowest ozone curves, 
respectively, while the opposite is true for N2O.  All sim-
ulations use the baseline ODS scenario.  Calculations are 
from the GSFC 2-D model, which compares well with 3-D 
models, including for the CH4 and N2O perturbations (see 
WMO-2018, Appendix 6B). 
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Figure 7-11. Direct radiative forcing (RF) from the combi-
nation of compounds and scenarios shown in Figure 7-6. 
The climate impacts of ozone depletion, resulting from the 
presence of these ODSs, is not included in this forcing. As 
indicated by the negative Indirect GWPs in Table 7-5, in-
clusion of the ODS impact on ozone would result in lower 
effective radiative forcing (ERF), although the extent to 
which it would be lower remains highly uncertain. 

1960 1980 2000 2020 2040 2060 2080 2100
Year

0.0

0.1

0.2

0.3

0.4

Ra
d

ia
tiv

e 
Fo

rc
in

g
 (W

m
–2

)

Current Baseline
No Future Emissions Except Feedstock
Zero 2023 Bank
Zero 2030 Bank
No Future Production
Non-Constant Feedstock



Chapter 7

420

from 2023 onward, climate benefits are limited when compared 
with the forcing due to compounds already in the atmosphere. 
Compared to the baseline scenario, the average radiative forc-
ing reduction arising from the elimination of all ODS emissions 
from 2023 onward (excluding feedstocks), from the capture and 
destruction of the 2023 ODS banks, and from the elimination of 
ODS production from 2023 onward is 25.1, 21.5, and 3.7 mW 
m–2, respectively, when averaged over 2023–2100 (Table 7-6). 
If emissions associated with feedstocks were also assumed to be 
eliminated from 2023 onward, the average radiative forcing re-
duction would be 31.1 mW m–2 rather than 25.1 mW m–2. A break-
down of the contribution from individual compounds or com-
pound groups to the radiative forcing values is shown in Figure 
7-12 for the baseline scenario. 

Using the assumptions described earlier in this section for 
the magnitude of emissions arising from unreported production 
of CFC-11 over the past decade, we estimate an average radiative 
forcing impact of 1.7 mW m–2 over 2023–2100 from these emis-
sions. As stated in Section 7.4.3.1, it is unclear how much recent 
unreported production has contributed to the global CFC-11 
bank. Thus, any additional contribution from any augmentation 

Figure 7-12. Contributions of various groups of ODSs and 
HFCs to direct radiative forcing for the baseline scenar-
io. The light blue area represents forcing from CCl4 and 
CH3CCl3, combined. CFC, HCFC, HFC-23, and other HFC 
(excluding HFC-23) contributions are then progressively 
stacked on top. 

to the CFC-11 bank from unreported production remains highly 
uncertain and is not included in this estimate. As in Section 7.4.3.1, 
we can calculate the potential impact of an additional 1000 Gg 
added to the 2020 CFC-11 bank. This would lead to an addition-
al 5.6 mW m–2 averaged over 2023–2100 and can be scaled to 
other CFC-11 bank sizes. These radiative forcing estimates also do 
not include any impact from potential co-emissions of CFC-12 or, 
to a lesser extent, CCl4, that might have been associated with the 
recent, unreported CFC-11 production.

Figure 7-12 includes additional radiative forcing contribu-
tions of HFC-23 and the other HFCs calculated for the baseline 
scenario. The impact of potentially reducing future HFC emissions 
is strongly dependent on the assumption underlying the baseline 
scenario. For example, if the baseline scenario overestimates the 
future radiative forcing compared with what will happen under ex-
isting controls, the benefit of a hypothetical elimination of future 
emissions or production would also be overestimated. As was 
seen in Figure 6-7 of the 2018 Assessment, HFC forcing remains 
relatively constrained and does not increase sharply in the future 
because global adherence to the Kigali Amendment is assumed 
in the baseline scenario. Figure 7-12 also shows that if HFC-23 
emissions progress as assumed in the baseline scenario, its forc-
ing continues to increase through the end of the century, even as 
the forcing from other HFCs will have begun to decline. Because 
of its long lifetime, any potential future declines in HFC-23 mixing 
ratios after 2100, or even before, could only happen slowly. In the 
baseline scenario, in which it is assumed that the destruction rate 
of HFC-23 relative to HCFC-22 production is not increased, its ra-
diative forcing in 2100 is projected to be about half of all the other 
HFCs together (Figure 7-12). If destruction were maximized, 
consistent with current technical abilities, forcing from HFC-23 
would remain minor. As shown in Table 7-6, elimination of HFC-
23 emissions beginning in 2023 would reduce average radiative 
forcing over 2023–2100 by 11 mW m–2. Elimination of the other 
HFC emissions in 2023 would reduce average radiative forcing 
by 68 mW m–2, with future production accounting for about 
three-quarters of this total.

Not shown in the previous figures, but noted in Table 7-6, 
is that the reduction of N2O emissions from our baseline scenar-
io (SSP2-4.5) to the SSP1-1.9 scenario reduces average radiative 
forcing by 43 mW m–2. SSP1-1.9 is the scenario considered with 
the greatest N2O emissions mitigation; this anthropogenic reduc-
tion in emissions is about 3% when compared with the baseline 
scenario and averaged over 2020 –2070.

To provide some context for the previous forcing values, the 
average radiative forcing by CO2 over the 2023–2100 period in 
our baseline scenario (SSP2-4.5) is about 3250 mW m–2.
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22

1955 3.3 14.3 1.3 1.1 0.0 42.3 0.1 1.0

1956 4.3 16.7 1.3 1.4 0.0 44.0 0.2 1.1

1957 5.6 19.4 1.4 1.6 0.0 45.9 0.4 1.3

1958 6.9 22.6 1.6 1.9 0.0 47.8 0.7 1.5

1959 8.2 25.9 1.7 2.1 0.0 49.9 1.0 1.7

1960 9.5 29.5 1.9 2.3 0.0 52.1 1.5 2.1

1961 11.1 33.9 2.0 2.6 0.0 54.4 2.0 2.4

1962 13.3 38.8 2.3 2.8 0.0 56.8 2.4 2.9

1963 16.1 44.4 2.5 3.0 0.0 59.3 3.2 3.4

1964 19.5 51.1 2.8 3.3 0.0 61.8 3.9 4.1

1965 23.5 58.8 3.1 3.5 0.0 64.4 4.7 4.9

1966 28.1 67.5 3.5 3.8 0.0 66.9 5.8 5.9

1967 33.1 77.3 3.9 4.1 0.1 69.3 7.6 7.1

1968 38.8 88.3 4.4 4.4 0.1 71.6 10.1 8.5

1969 45.3 100.6 4.9 4.7 0.1 73.8 13.0 10.3

1970 52.8 114.3 5.5 5.0 0.2 75.9 16.3 12.1

1971 61.3 129.3 6.3 5.3 0.2 78.0 19.1 14.1

1972 70.6 145.3 7.1 5.6 0.3 80.0 22.7 16.2

1973 81.1 162.8 8.1 6.0 0.4 81.9 27.4 18.6

1974 93.0 182.2 9.1 6.3 0.5 83.7 33.5 21.3

1975 106.1 203.1 10.4 6.8 0.7 85.5 40.0 23.8

1976 118.5 223.2 11.9 7.3 0.9 87.2 45.5 26.6

1977 130.9 242.6 13.5 7.8 1.1 88.8 53.1 29.8

1978 142.5 261.2 15.0 8.3 1.3 90.4 62.5 33.2

1979 153.2 279.0 16.6 8.8 1.5 91.6 74.7 34.8

1980 162.3 296.7 19.0 9.3 1.8 93.2 82.2 38.9

1981 170.7 311.4 21.5 9.9 1.9 94.8 88.8 43.1

1982 179.3 329.4 25.3 10.5 2.1 96.0 93.8 47.1

1983 187.6 345.3 28.9 11.0 2.4 97.1 97.9 50.9

1984 196.3 362.5 32.6 11.4 2.7 98.4 102.2 54.8

1985 205.5 378.0 37.3 11.9 3.1 99.6 106.8 59.1

1986 215.5 397.2 42.1 12.6 3.5 101.0 110.5 65.0

1987 226.6 416.0 47.5 13.2 4.0 102.6 113.3 70.1

1988 237.7 437.6 54.5 13.8 4.4 103.7 118.5 73.8

1989 247.4 458.7 61.3 14.5 4.8 104.9 123.2 79.6

1990 255.1 476.2 67.8 15.1 5.3 106.1 127.3 86.3

1991 260.5 489.6 73.5 15.5 5.7 106.2 131.0 92.8

1992 263.9 500.8 79.2 15.8 6.1 105.8 133.1 98.9

1993 266.4 510.1 81.4 16.0 6.5 105.3 130.5 103.5

1994 266.9 516.1 83.0 16.1 6.8 104.4 122.2 108.6

1995 266.3 522.2 83.7 16.2 7.2 103.7 110.6 113.5

1996 265.2 528.5 83.8 16.3 7.5 102.8 98.2 119.2

1997 264.3 533.2 83.6 16.3 7.7 101.8 84.0 124.1

1998 262.9 536.3 83.2 16.3 7.9 100.8 71.1 128.9

1999 261.5 539.1 82.7 16.4 8.0 99.7 59.5 134.3

Appendix Table 7A-1.  Atmospheric mixing ratios (in ppt) of the ODSs considered in the baseline scenario. Values are for the 
beginning of the corresponding year. Values represent a combination of AGAGE and NOAA networks for years when those ob-
servations are available (see Chapter 1). Projection assumptions are discussed in Sections 7.4.1 and 7.4.2.
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HCFC-141b HCFC-142b Halon-1211 Halon-1202 Halon-1301 Halon-2402 CH3Br CH3Cl HFC-23

0.0 0.0 0.00 0.00 0.00 0.00 6.3 491.3

0.0 0.0 0.00 0.00 0.00 0.00 6.3 495.1

0.0 0.0 0.00 0.00 0.00 0.00 6.3 498.8

0.0 0.0 0.00 0.00 0.00 0.00 6.4 502.6

0.0 0.0 0.00 0.00 0.00 0.00 6.4 506.4

0.0 0.0 0.00 0.00 0.00 0.00 6.5 510.3

0.0 0.0 0.00 0.00 0.00 0.00 6.5 514.2

0.0 0.0 0.00 0.00 0.00 0.00 6.6 517.9

0.0 0.0 0.00 0.00 0.00 0.00 6.6 521.5

0.0 0.0 0.00 0.00 0.00 0.00 6.7 524.9

0.0 0.0 0.00 0.00 0.00 0.00 6.7 528.1

0.0 0.0 0.00 0.00 0.00 0.00 6.8 531.0

0.0 0.0 0.00 0.00 0.00 0.00 6.9 533.6

0.0 0.0 0.01 0.00 0.00 0.01 6.9 536.0

0.0 0.0 0.01 0.00 0.00 0.01 7.0 538.0

0.0 0.0 0.02 0.00 0.00 0.02 7.0 539.9

0.0 0.0 0.03 0.00 0.00 0.02 7.1 541.4

0.0 0.1 0.04 0.00 0.01 0.03 7.2 542.8

0.0 0.1 0.06 0.00 0.02 0.04 7.2 544.0

0.0 0.1 0.09 0.00 0.03 0.05 7.3 544.9

0.0 0.2 0.23 0.01 0.04 0.06 7.4 545.8

0.1 0.3 0.37 0.01 0.11 0.08 7.4 546.5

0.1 0.4 0.50 0.01 0.18 0.09 7.5 547.1

0.2 0.6 0.64 0.01 0.24 0.11 7.6 547.6

0.2 0.7 0.78 0.01 0.31 0.14 7.7 548.0

0.2 0.8 0.84 0.01 0.36 0.15 7.7 548.4

0.2 0.8 0.96 0.01 0.46 0.17 7.8 548.6

0.3 0.8 1.07 0.01 0.59 0.19 7.9 548.9

0.2 0.8 1.21 0.01 0.69 0.20 8.0 549.1

0.2 0.9 1.39 0.01 0.78 0.22 8.1 549.3

0.3 1.0 1.51 0.01 0.92 0.25 8.2 549.4

0.3 1.0 1.61 0.01 1.09 0.27 8.3 549.5

0.3 1.0 1.74 0.02 1.28 0.29 8.3 549.6

0.3 1.0 1.94 0.02 1.47 0.32 8.4 549.7

0.3 1.1 2.17 0.02 1.65 0.35 8.5 549.8

0.3 1.4 2.38 0.02 1.84 0.38 8.6 549.8

0.2 2.0 2.63 0.02 2.04 0.41 8.8 549.9

0.2 2.8 2.80 0.02 2.19 0.43 8.9 549.9

0.4 3.9 2.96 0.03 2.41 0.44 9.0 549.9

1.3 5.1 3.16 0.03 2.53 0.46 9.1 550.0

2.7 6.2 3.36 0.03 2.56 0.47 9.3 562.5

4.5 7.3 3.52 0.04 2.60 0.47 9.2 546.4

6.5 8.4 3.67 0.04 2.68 0.48 9.1 536.5

8.2 9.4 3.84 0.04 2.71 0.49 9.3 556.9

10.1 10.4 3.98 0.04 2.82 0.49 9.3 566.4
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22

2000 259.9 541.2 82.1 16.4 8.1 98.6 49.7 139.3

2001 258.4 542.9 81.8 16.4 8.2 97.6 41.5 144.9

2002 256.7 543.6 81.2 16.4 8.2 96.6 34.5 150.7

2003 254.5 543.6 80.4 16.4 8.3 95.6 28.8 155.7

2004 252.6 543.4 79.6 16.4 8.3 94.6 24.0 160.6

2005 250.4 542.7 78.9 16.4 8.4 93.7 20.0 165.9

2006 248.3 541.8 78.4 16.4 8.4 92.7 16.7 172.0

2007 246.1 539.8 77.7 16.3 8.4 91.5 14.0 179.1

2008 244.1 537.4 76.9 16.2 8.4 90.4 11.7 187.4

2009 242.2 535.3 76.1 16.2 8.4 89.1 9.9 195.2

2010 240.4 532.3 75.7 16.3 8.4 87.9 8.3 202.5

2011 238.3 529.5 75.0 16.3 8.4 86.8 6.9 210.0

2012 236.3 526.9 74.4 16.3 8.4 85.6 5.8 216.0

2013 234.4 523.9 73.7 16.2 8.4 84.6 4.8 221.5

2014 232.8 520.9 73.0 16.1 8.4 83.5 4.0 226.5

2015 231.6 518.3 72.5 16.1 8.5 82.4 3.3 231.6

2016 230.2 514.9 71.8 16.1 8.5 81.2 2.8 235.3

2017 229.1 511.4 71.2 16.0 8.5 80.1 2.4 239.3

2018 228.3 508.6 70.7 16.0 8.6 79.2 2.1 242.6

2019 227.2 505.1 70.1 16.0 8.7 78.4 1.8 245.5

2020 225.0 500.8 69.4 16.0 8.7 77.3 1.5 247.5

2021 223.3 497.1 68.7 15.9 8.7 76.5 1.3 249.7

2022 221.5 493.4 67.9 15.8 8.7 75.6 1.1 251.4

2023 219.7 489.6 67.2 15.8 8.6 74.6 1.0 252.6

2024 217.8 485.8 66.6 15.7 8.6 73.6 0.9 253.5

2025 215.8 481.9 65.9 15.7 8.6 72.5 0.8 254.1

2026 213.8 478.0 65.3 15.6 8.6 71.2 0.7 254.4

2027 211.7 474.0 64.7 15.6 8.6 69.9 0.7 253.8

2028 209.6 470.1 64.0 15.5 8.6 68.6 0.6 252.5

2029 207.4 466.1 63.4 15.5 8.6 67.1 0.6 250.6

2030 205.3 462.1 62.8 15.4 8.5 65.6 0.5 248.1

2031 203.1 458.1 62.2 15.4 8.5 64.1 0.5 245.2

2032 200.8 454.1 61.6 15.3 8.5 62.5 0.5 241.3

2033 198.5 450.2 61.0 15.3 8.5 61.1 0.5 236.7

2034 196.3 446.2 60.5 15.2 8.5 59.6 0.4 231.4

2035 194.0 442.2 59.9 15.2 8.5 58.3 0.4 225.6

2036 191.6 438.2 59.3 15.1 8.4 56.9 0.4 219.4

2037 189.3 434.2 58.7 15.1 8.4 55.6 0.4 212.9

2038 187.0 430.3 58.2 15.0 8.4 54.4 0.4 206.2

2039 184.6 426.4 57.6 15.0 8.4 53.2 0.4 199.3

2040 182.3 422.4 57.1 14.9 8.4 52.0 0.4 192.4

2041 179.9 418.5 56.5 14.9 8.4 50.9 0.4 185.5

2042 177.6 414.7 56.0 14.8 8.4 49.8 0.4 178.5

2043 175.2 410.8 55.5 14.8 8.3 48.7 0.4 171.5

2044 172.9 407.0 55.0 14.7 8.3 47.7 0.4 164.6

2045 170.5 403.2 54.4 14.7 8.3 46.7 0.4 157.8

2046 168.2 399.4 53.9 14.7 8.3 45.8 0.4 151.2

2047 165.9 395.6 53.4 14.6 8.3 44.8 0.4 144.7
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HCFC-141b HCFC-142b Halon-1211 Halon-1202 Halon-1301 Halon-2402 CH3Br CH3Cl HFC-23

11.8 11.4 4.10 0.05 2.86 0.49 9.1 554.2

13.5 12.5 4.20 0.05 2.90 0.49 8.6 541.2

14.8 13.3 4.25 0.04 2.93 0.49 8.3 537.0

16.1 13.9 4.29 0.04 2.98 0.49 8.1 542.5

17.0 14.6 4.32 0.04 3.04 0.49 7.9 539.6

17.5 15.2 4.34 0.04 3.08 0.48 8.0 541.6

17.9 15.9 4.34 0.03 3.10 0.48 7.9 538.5

18.5 16.9 4.32 0.03 3.14 0.47 7.7 542.1

19.1 18.1 4.27 0.03 3.17 0.47 7.5 544.8

19.6 19.3 4.22 0.03 3.19 0.46 7.3 543.2

20.1 20.0 4.16 0.02 3.21 0.46 7.1 541.1

20.9 20.8 4.08 0.02 3.24 0.45 7.1 534.8

21.9 21.5 4.01 0.02 3.26 0.44 7.1 535.8

22.8 21.8 3.91 0.02 3.30 0.44 6.9 542.6

23.5 22.1 3.81 0.02 3.33 0.43 6.7 538.9

24.1 22.1 3.71 0.02 3.34 0.42 6.7 546.0

24.4 22.2 3.60 0.01 3.34 0.42 6.8 555.4

24.6 22.3 3.50 0.01 3.34 0.41 6.7 549.3

24.4 22.3 3.40 0.01 3.34 0.41 6.6 539.5 30.0

24.4 22.3 3.31 0.01 3.35 0.40 6.5 539.5 31.2

24.4 22.1 3.21 0.01 3.34 0.40 6.6 539.5 32.4

24.7 22.1 3.11 0.01 3.35 0.38 6.6 539.5 33.7

25.0 22.2 3.02 0.00 3.35 0.37 6.7 539.5 35.0

25.2 22.2 2.92 0.00 3.35 0.36 6.7 539.5 36.3

25.4 22.2 2.83 0.00 3.35 0.34 6.7 539.5 37.7

25.6 22.2 2.74 0.00 3.35 0.33 6.7 539.5 39.2

25.7 22.3 2.65 0.00 3.34 0.32 6.7 539.5 40.6

25.8 22.2 2.56 0.00 3.34 0.31 6.7 539.5 42.0

25.8 22.2 2.48 0.00 3.34 0.30 6.7 539.5 43.5

25.8 22.1 2.40 0.00 3.33 0.29 6.7 539.5 45.1

25.7 22.0 2.32 0.00 3.33 0.28 6.7 539.5 46.8

25.6 21.9 2.24 0.00 3.32 0.27 6.7 539.5 48.4

25.4 21.8 2.16 0.00 3.32 0.26 6.7 539.5 50.0

25.1 21.7 2.08 0.00 3.31 0.25 6.7 539.5 51.6

24.8 21.5 2.01 0.00 3.31 0.24 6.7 539.5 53.2

24.4 21.3 1.94 0.00 3.30 0.23 6.7 539.5 54.8

24.0 21.0 1.87 0.00 3.29 0.22 6.7 539.5 56.4

23.6 20.8 1.80 0.00 3.28 0.22 6.7 539.5 58.0

23.1 20.5 1.74 0.00 3.27 0.21 6.7 539.5 59.5

22.6 20.3 1.68 0.00 3.26 0.20 6.7 539.5 61.1

22.1 20.0 1.61 0.00 3.25 0.19 6.7 539.5 62.6

21.6 19.7 1.56 0.00 3.24 0.19 6.7 539.5 64.2

21.1 19.4 1.50 0.00 3.23 0.18 6.7 539.5 65.7

20.5 19.1 1.44 0.00 3.22 0.17 6.7 539.5 67.2

20.0 18.8 1.39 0.00 3.21 0.17 6.7 539.5 68.7

19.4 18.5 1.34 0.00 3.19 0.16 6.7 539.5 70.2

18.9 18.1 1.29 0.00 3.18 0.16 6.7 539.5 71.7

18.3 17.8 1.24 0.00 3.17 0.15 6.7 539.5 73.2
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22

2048 163.5 391.9 52.9 14.6 8.3 43.9 0.4 138.3

2049 161.2 388.2 52.4 14.5 8.2 43.1 0.4 132.1

2050 158.9 384.5 51.9 14.5 8.2 42.2 0.4 126.1

2051 156.6 380.8 51.4 14.4 8.2 41.4 0.4 120.4

2052 154.4 377.2 51.0 14.4 8.2 40.6 0.4 114.8

2053 152.1 373.6 50.5 14.3 8.2 39.9 0.4 109.4

2054 149.8 370.0 50.0 14.3 8.2 39.2 0.4 104.2

2055 147.6 366.5 49.6 14.3 8.2 38.4 0.4 99.3

2056 145.4 363.0 49.1 14.2 8.1 37.8 0.4 94.5

2057 143.2 359.5 48.6 14.2 8.1 37.1 0.4 90.0

2058 141.0 356.0 48.2 14.1 8.1 36.5 0.4 85.7

2059 138.9 352.6 47.7 14.1 8.1 35.8 0.4 81.5

2060 136.7 349.2 47.3 14.0 8.1 35.2 0.4 77.6

2061 134.6 345.9 46.9 14.0 8.1 34.7 0.4 73.9

2062 132.5 342.5 46.4 14.0 8.0 34.1 0.4 70.3

2063 130.4 339.2 46.0 13.9 8.0 33.6 0.4 66.9

2064 128.4 335.9 45.6 13.9 8.0 33.0 0.4 63.7

2065 126.4 332.7 45.2 13.8 8.0 32.5 0.4 60.7

2066 124.3 329.5 44.8 13.8 8.0 32.0 0.4 57.8

2067 122.4 326.3 44.4 13.8 8.0 31.6 0.4 55.1

2068 120.4 323.1 43.9 13.7 8.0 31.1 0.4 52.5

2069 118.4 320.0 43.5 13.7 7.9 30.7 0.4 50.0

2070 116.5 316.9 43.2 13.6 7.9 30.2 0.4 47.7

2071 114.6 313.8 42.8 13.6 7.9 29.8 0.4 45.6

2072 112.8 310.8 42.4 13.6 7.9 29.4 0.4 43.5

2073 110.9 307.7 42.0 13.5 7.9 29.0 0.4 41.6

2074 109.1 304.8 41.6 13.5 7.9 28.6 0.4 39.8

2075 107.3 301.8 41.2 13.4 7.9 28.3 0.4 38.0

2076 105.5 298.9 40.9 13.4 7.8 27.9 0.4 36.4

2077 103.7 296.0 40.5 13.4 7.8 27.6 0.4 34.9

2078 102.0 293.1 40.1 13.3 7.8 27.3 0.4 33.5

2079 100.3 290.2 39.8 13.3 7.8 26.9 0.4 32.1

2080 98.6 287.4 39.4 13.2 7.8 26.6 0.4 30.9

2081 96.9 284.6 39.1 13.2 7.8 26.3 0.4 29.7

2082 95.3 281.8 38.7 13.2 7.8 26.0 0.4 28.5

2083 93.7 279.1 38.4 13.1 7.7 25.8 0.4 27.5

2084 92.1 276.4 38.0 13.1 7.7 25.5 0.4 26.5

2085 90.5 273.7 37.7 13.1 7.7 25.2 0.4 25.6

2086 88.9 271.0 37.4 13.0 7.7 25.0 0.4 24.7

2087 87.4 268.4 37.0 13.0 7.7 24.7 0.4 23.9

2088 85.9 265.8 36.7 12.9 7.7 24.5 0.4 23.2

2089 84.4 263.2 36.4 12.9 7.7 24.3 0.4 22.4

2090 83.0 260.6 36.1 12.9 7.6 24.1 0.4 21.8

2091 81.5 258.1 35.8 12.8 7.6 23.8 0.4 21.1

2092 80.1 255.6 35.4 12.8 7.6 23.6 0.4 20.6

2093 78.7 253.1 35.1 12.8 7.6 23.4 0.4 20.0

2094 77.3 250.6 34.8 12.7 7.6 23.2 0.4 19.5

2095 76.0 248.2 34.5 12.7 7.6 23.1 0.4 19.0
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HCFC-141b HCFC-142b Halon-1211 Halon-1202 Halon-1301 Halon-2402 CH3Br CH3Cl HFC-23

17.8 17.5 1.19 0.00 3.16 0.15 6.7 539.5 74.7

17.3 17.2 1.14 0.00 3.14 0.14 6.7 539.5 76.2

16.7 16.8 1.10 0.00 3.13 0.14 6.7 539.5 77.7

16.2 16.5 1.06 0.00 3.11 0.13 6.7 539.5 79.1

15.7 16.2 1.02 0.00 3.10 0.13 6.7 539.5 80.6

15.2 15.9 0.98 0.00 3.08 0.12 6.7 539.5 82.1

14.7 15.6 0.94 0.00 3.07 0.12 6.7 539.5 83.5

14.2 15.2 0.90 0.00 3.05 0.11 6.7 539.5 84.9

13.7 14.9 0.87 0.00 3.04 0.11 6.7 539.5 86.4

13.3 14.6 0.83 0.00 3.02 0.11 6.7 539.5 87.8

12.8 14.3 0.80 0.00 3.01 0.10 6.7 539.5 89.2

12.4 14.0 0.77 0.00 2.99 0.10 6.7 539.5 90.6

12.0 13.7 0.74 0.00 2.97 0.09 6.7 539.5 92.1

11.6 13.4 0.71 0.00 2.96 0.09 6.7 539.5 93.5

11.2 13.1 0.68 0.00 2.94 0.09 6.7 539.5 94.9

10.8 12.9 0.65 0.00 2.92 0.09 6.7 539.5 96.2

10.4 12.6 0.63 0.00 2.91 0.08 6.7 539.5 97.6

10.1 12.3 0.60 0.00 2.89 0.08 6.7 539.5 99.0

9.7 12.1 0.58 0.00 2.87 0.08 6.7 539.5 100.4

9.4 11.8 0.55 0.00 2.85 0.07 6.7 539.5 101.8

9.0 11.6 0.53 0.00 2.84 0.07 6.7 539.5 103.1

8.7 11.3 0.51 0.00 2.82 0.07 6.7 539.5 104.5

8.4 11.1 0.49 0.00 2.80 0.07 6.7 539.5 105.8

8.1 10.8 0.47 0.00 2.78 0.06 6.7 539.5 107.2

7.8 10.6 0.45 0.00 2.76 0.06 6.7 539.5 108.5

7.5 10.4 0.43 0.00 2.75 0.06 6.7 539.5 109.8

7.3 10.2 0.41 0.00 2.73 0.06 6.7 539.5 111.2

7.0 10.0 0.39 0.00 2.71 0.06 6.7 539.5 112.5

6.8 9.8 0.38 0.00 2.69 0.05 6.7 539.5 113.8

6.5 9.6 0.36 0.00 2.67 0.05 6.7 539.5 115.1

6.3 9.4 0.35 0.00 2.65 0.05 6.7 539.5 116.4

6.1 9.2 0.33 0.00 2.63 0.05 6.7 539.5 117.7

5.8 9.0 0.32 0.00 2.61 0.05 6.7 539.5 119.0

5.6 8.8 0.31 0.00 2.60 0.04 6.7 539.5 120.3

5.4 8.7 0.29 0.00 2.58 0.04 6.7 539.5 121.6

5.2 8.5 0.28 0.00 2.56 0.04 6.7 539.5 122.8

5.0 8.3 0.27 0.00 2.54 0.04 6.7 539.5 124.1

4.8 8.2 0.26 0.00 2.52 0.04 6.7 539.5 125.4

4.7 8.0 0.25 0.00 2.50 0.04 6.7 539.5 126.6

4.5 7.9 0.24 0.00 2.48 0.04 6.7 539.5 127.9

4.3 7.7 0.23 0.00 2.46 0.03 6.7 539.5 129.1

4.2 7.6 0.22 0.00 2.44 0.03 6.7 539.5 130.4

4.0 7.5 0.21 0.00 2.43 0.03 6.7 539.5 131.6

3.9 7.3 0.20 0.00 2.41 0.03 6.7 539.5 132.8

3.7 7.2 0.19 0.00 2.39 0.03 6.7 539.5 134.1

3.6 7.1 0.18 0.00 2.37 0.03 6.7 539.5 135.3

3.5 7.0 0.17 0.00 2.35 0.03 6.7 539.5 136.5

3.3 6.9 0.17 0.00 2.33 0.03 6.7 539.5 137.7
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Year CFC-11 CFC-12 CFC-113 CFC-114 CFC-115 CCl4 CH3CCl3 HCFC-22

2096 74.6 245.7 34.2 12.7 7.6 22.9 0.4 18.6

2097 73.3 243.4 33.9 12.6 7.5 22.7 0.4 18.2

2098 72.0 241.0 33.6 12.6 7.5 22.5 0.4 17.8

2099 70.8 238.6 33.3 12.6 7.5 22.4 0.4 17.4

2100 69.5 236.3 33.1 12.5 7.5 22.2 0.4 17.0
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HCFC-141b HCFC-142b Halon-1211 Halon-1202 Halon-1301 Halon-2402 CH3Br CH3Cl HFC-23

3.2 6.8 0.16 0.00 2.31 0.03 6.7 539.5 138.9

3.1 6.7 0.15 0.00 2.29 0.03 6.7 539.5 140.1

3.0 6.6 0.15 0.00 2.28 0.02 6.7 539.5 141.3

2.9 6.5 0.14 0.00 2.26 0.02 6.7 539.5 142.5

2.8 6.4 0.13 0.00 2.24 0.02 6.7 539.5 143.7
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About the cover image: 
Laboratory studies of the chemical and physical properties of atmospheric trace species are 

essential to understand the fundamental processes that affect stratospheric ozone and climate.
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SCIENTIFIC SUMMARY

• The present analysis has updated climate metrics that reflect 2019 CO2 forcing.

• The hydrocarbon, hydrofluorocarbon (HFC), and chlorinated molecule sections were expanded.

• A new halogenated aldehyde section has been included. 

• Climate metric values have been updated using a recently improved method for calculating radiative efficiencies with stratospheric 
temperature adjustment included.  For carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), CFC-11, and CFC-12, the reported 
radiative efficiencies also include tropospheric adjustments. 

• Climate-carbon feedbacks have been included for all compounds, consistent with the methods of the Intergovernmental Panel on 
Climate Change Sixth Assessment Report (AR6, 2022).  Differences between climate metrics reported here and those in AR6 are due 
to total lifetime and radiative efficiency updates included here.

• The low wavenumber, usually <500 cm–1, contribution to radiative efficiencies is usually not determined by experimental infrared 
absorption spectra. The low wavenumber contribution was evaluated using theoretically calculated spectra for all molecules.  The 
contributions are typically a small positive adjustment, 0 –5%, but need to be evaluated on a molecule basis.

• Theoretically calculated infrared absorption spectra have been added for molecules previously lacking experimental and theoretical 
values.

A.1 INTRODUCTION

The Annex contains a compilation of atmospheric abun-
dance, lifetime, ozone depletion potential (ODP), and radiative 
metrics for ozone depleting substances (ODSs), replacement 
compounds, and related species covered under the umbrella 
of the Ozone Assessment.  The table builds upon the metrics re-
ported in previous assessments from the Intergovernmental Panel 
on Climate Change (2013; 2022) and the World Meteorological 
Organization (WMO) (2014; 2018) and United Nations 
Environment Programme (UNEP). The Annex provides updates 
based on new studies and refined methods for evaluating climate 
metrics. The Annex content has been expanded from Appendix 
A of the previous Ozone Assessment (WMO, 2018) to include an 
expanded coverage of potential replacement compounds, e.g. 
hydrofluorocarbons (HFCs), as well as several prominent hydro-
carbons observed in urban environments and commercially used 
chlorinated compounds.  A summary is provided below that is 
broken into the following categories and/or classes of molecules.

The ozone depletion potentials (ODPs) and global warm-
ing potentials (GWPs) given in Table A-5 may differ in some 
cases from the metrics for controlled substances reported in the 
Montreal Protocol and subsequent Amendments due to consid-
eration of recent experimental data, methods of analysis, and/
or assessment recommendations, e.g. recommendation given in 
Burkholder et al. (2019), SPARC (2013), and WMO (2014; 2018).

The following subsections describe the methods applied to 
derive the recommendations provided in Table A-5. An exten-
sive set of table footnotes provide the literature source, param-
eters, or method used to derive the reported metric. The table 
contains both long- and short-lived (lifetimes <~0.5 years) com-
pounds. Metrics given for short-lived molecules are dependent 
on the time and location of their emissions, as they are not expect-
ed to be well-mixed in the atmosphere. Hence, the abundances 
and metrics reported are to be considered representative values 
but are most likely not valid for all spatial and temporal emissions 
scenarios.

Index Category Number of Compounds

1 CO2, CH4, and N2O

2 Hydrocarbons 13

3 Oxygenated Hydrocarbons 7

4 Chlorofluorocarbons (CFCs) 13

5 Hydrochlorofluorocarbons (HCFCs) 274

6 Hydrofluorocarbons (HFCs) 162

7 Unsaturated Hydrofluorocarbons 32

8 Chlorocarbons and Hydrochlorocarbons 20

9 Unsaturated Hydrochlorocarbons and 
Chlorocarbons

23

10 Unsaturated Chlorofluorocarbons and 
Hydrochlorofluorocarbons

19

Index Category Number of Compounds

11 Bromocarbons, Hydrobromocarbons, 
and Halons

18

12 Unsaturated Bromocarbons 9

13 Unsaturated Bromochlorofluorocarbons 1

14 Fully Fluorinated Species 34

15 Halogenated Ethers 74

16 Fluoroesters 25

17 Halogenated Alcohols 15

18 Halogenated Ketones 9

19 Halogenated Aldehydes 10

20 Iodocarbons 11

21 Special Compounds 10
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A.2 EVALUATION METHODOLOGY

A.2.1 Compound Name, Chemical Formula, 
and CAS RN

Table A-5 has a row for each compound that contains the 
compound name and/or abbreviation, the chemical formula, 
and the compound’s Chemical Abstracts Service registry number 
(CAS RN), which provides for effective searching of the table. 
Some compounds, however, do not have assigned CAS RNs.

A.2.2 Atmospheric Abundance
The data provided for atmospheric abundances were taken 

from Chapters 1 and 2 of this report for the year 2020, where pos-
sible, or from the last WMO Ozone Assessment, as noted in the 
footnotes. A compound’s abundance typically falls into one of the 
following categories: 1) compounds with known emissions sourc-
es for which global observations are available, 2) compounds 
with known sources but with only local or regional observations, 
and 3) compounds with no known sources or observations. The 
abundances provided in the table are only intended to provide a 
snapshot of a molecule’s atmospheric abundance, in particular for 
short-lived compounds.  Chapters 1 and 2 in this report and in the 
previous Assessment provide an analysis of reported abundances 
and trends, as well as the most relevant citations.

A.2.3 Total and Atmospheric Lifetimes
Total lifetime (τTotal) includes tropospheric OH reactive and 

photolysis loss, stratospheric loss due to reaction (OH and O(1D)) 
and photolysis, and ocean, soil, aerosol, and cloud uptake.  

Atmospheric lifetimes do not include heterogeneous loss pro-
cesses such as ocean uptake.  

Note that loss due to Cl-atom reaction is not included here 
but may represent a significant loss process for some molecules 
under certain spatial and temporal conditions, e.g. urban coastal 
regions.  Mesospheric loss processes are negligible except for 
very long-lived compounds, as noted in the Table A-5 footnotes. 
Total lifetimes reported in the last Assessment are included for 
comparison with the 2022 updates.

The tropospheric partial lifetime due to reaction with the 
OH radical, τTrop , was calculated relative to the lifetime for methyl 
chloroform (CH3CCl3; 6.1 years) using a temperature of 272 K. OH 
reaction rate coefficients are taken from Burkholder et al. (2019) 
unless stated otherwise in the footnote. Lifetimes for very short-
lived substances (VSLSs) are reported using the same method 
and are considered representative lifetimes, because their local 
lifetimes will depend on the time and location of their emissions. 
A representative range of local lifetimes taken from WMO (2014) 
Chapter 1 (Tables 1-5, 1-11) are given in parenthesis where avail-
able. The tropospheric OH partial lifetime for CH3CCl3 (6.1 years) 
was calculated from an overall lifetime of 5.0 years derived from 
the Advanced Global Atmospheric Gases Experiment (AGAGE) 
and National Oceanic and Atmospheric Administration (NOAA) 
monitoring networks using a stratospheric partial lifetime of 38 

Molecule Formula Lifetime (years) Reference

Nitrous oxide N2O 14,600 SPARC (2013)*

Carbon tetrachloride CCl4 1230 SPARC (2013)*

CFC-11 CCl3F 1770 SPARC (2013)*

CFC-12 CCl2F2 12,500 SPARC (2013)*

CFC-112 CCl2FCCl2F 2280 Davis et al. (2016)

CFC-112a CCl3CClF2 1190 Davis et al. (2016)

CFC-113 CCl2FCClF2 8120 SPARC (2013)*

CFC-113a CCl3CF3 1480 Davis et al. (2016)

CFC-114 CClF2CClF2 19,600 SPARC (2013)*

CFC-114a CCl2FCF3 8300 Davis et al. (2016)

(E)-R316c (E)-1,2-c-C4F6Cl2 3600 Papadimitriou et al. (2013b)

(Z)-R316c (Z)-1,2-c-C4F6Cl2 10,570 Papadimitriou et al. (2013b)

Bromodichloromethane CHBrCl2 222 days WMO Table 1-5 (2014)

Dibromochloromethane CHBr2Cl 160 days WMO Table 1-5 (2014)

Methylene bromide CH2Br2 13.7 WMO Table 1-5 (2014)

Bromoform CHBr3 ~23 days Papanastasiou et al. (2014)

Halon-1202 CBr2F2 2.74 Papanastasiou et al. (2013)

Halon-1211 CBrClF2 27.2 Papanastasiou et al. (2013)

Halon-1301 CBrF3 4050 SPARC (2013)**

Halon-2402 CBrF2CBrF2 85.5 Papanastasiou et al. (2013)

*  Model mean given in SPARC (2013) Table 5.6, scaled to recommended lifetime.
** Model mean given in SPARC (2013) Table 5.6, scaled to CBrF3 UV cross section reported by Bernard et al. (2015)

Table A-1.  Tropospheric photolysis lifetimes for key ozone depleting substances (ODSs) reported in the literature.

OH

1
τTotal

1
τTrop

1
τStrat

1
τMeso

= + +

1
τTrop

1 1 1= + +τOHTrop τhvTrop τhetTrop

1
τStrat

1 1 1= + +τOHStrat τO(1D) τhvStrat
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years and an ocean partial lifetime of 94 years, see Prinn et al. 
(2005).

Ultraviolet (UV) photolysis loss has been included as a mol-
ecule loss process in the total lifetime analysis. The evaluation of 
photolysis lifetimes typically requires atmospheric model calcu-
lations to derive global annually averaged lifetimes. Photolysis 
lifetimes in the troposphere and stratosphere are taken from the 
literature whenever possible.  Tropospheric photolysis lifetimes 
for key ODSs are given in Table A-1.  In the absence of literature 
values, molecular properties and the similarity with other mole-
cules were used to estimate photolysis lifetimes.

The stratospheric partial lifetime is not a directly observable 
molecular property and was estimated based on atmospheric 
model calculations, where available, and empirical relationships 
for the OH, O(1D), and photolysis partial lifetimes. Stratospheric 
lifetimes are not reported for VSLSs.  The minimum transport 
limited stratospheric partial lifetime was taken to be 20 years. 
Stratospheric OH reactive loss partial lifetimes were estimated 
based on the empirical correlation derived using 2-D model 
results reported in SPARC (2013): log10(τStrat)=1.528+0.901 × 
log10(τTrop).  The O(1D) lifetime was based on the measured or 
estimated reaction rate coefficient, i.e., reactant loss (kreactive, cm3 
molecule–1 s–1), and the empirical lifetime relationship reported 
in Bernard et al. (2018): τO(1D)(years) = 3.7 × 10–8/kreactive. Where 
experimental data were not available, the O(1D) reactivity was 
estimated using the activity relationship for H atom and Cl atom 
abstraction given in Baasandorj et al. (2013). Stratospheric pho-
tolysis partial lifetimes were taken from model calculations or 
based on the empirical estimates given in Orkin et al. (2013) or 
for the hydrochlorofluorocarbons (HCFCs) from Papanastasiou et 
al. (2018).  

Heterogeneous losses include uptake to the ocean, soil, 
aerosol, and cloud droplets. Partial lifetimes for these processes 
are included in the evaluation of a molecule’s total lifetime where 
possible. The available literature and recommended lifetimes for 
soil and ocean loss are given in Table A-2. Aerosol and cloud 

uptake is an important loss process for certain highly soluble mol-
ecules, e.g. halogenated aldehydes, which may also hydrolyze 
or form hydrates in solution.  In these cases, an uptake lifetime of 
~1 week was assumed representative of this loss process and is 
noted in the footnote for each of those molecules.

A.2.4 Ozone Depletion Potential (ODP)
The ODPs reported here are obtained from atmospheric 

model simulations or via a semiempirical relationship, e.g. for a 
chlorinated ODS:

where �Cl is the number of chlorine atoms in the molecule, �� is the 
fractional release factor for the molecule (see Chapter 7 ), τ� is the 
total lifetime, and �� is the molecular mass of the molecule.  For 
brominated and iodine molecules, the number of halogen atoms 
is adjusted, and enhancement factors of 60 (see Chapter 7 ) and 
~250, respectively, are included as multiplicative factors. 

A.2.5 Radiative Efficiency (RE)

A.2.5.1 Spectral Radiative Efficiency Curve 
Radiative efficiency (RE) values were calculated using 

the empirical approach given in Shine and Myhre (2020) and 
based on the same experimental absorption cross sections as in 
Hodnebrog et al. (2020a), unless noted otherwise. This approach 
involves a spectral RE curve, also known as the “Pinnock curve,” 
where the instantaneous radiative forcing for a weak absorber 
is given per unit cross section as a function of wavenumber. The 
RE, in units of W m–2 ppb–1, is obtained by multiplying the curve 
with the absorption spectrum of a compound and integrating 
over all wavenumbers. The Pinnock curve was first established by 
Pinnock et al. (1995) using a narrow-band radiative transfer model 
with 10 cm–1 spectral resolution. Hodnebrog et al. (2013) provid-
ed an updated curve, that was used in WMO (2018), by using a 

Molecule Formula Soil Lifetime (years) Reference Ocean Lifetime (years) Reference

Methyl chloride CH3Cl 4.2 Hu (2012) 12 Hu et al. (2013)

Methyl bromide CH3Br 3.35 Montzka and Reimann 
(2011)

3.1 Hu et al. (2012)

Carbon tetrachloride CCl4 375
(288–536)

Rhew and Happel (2016), 
SPARC (2016) 

124
(110–150)

Suntharalingam et al. (2019)

HCFC-21 CHCl2F – 673 Yvon-Lewis and Butler (2002)

HCFC-22 CHClF2 – 1174 Yvon-Lewis and Butler (2002)

HCFC-124 CHClFCF3 – 1855 Yvon-Lewis and Butler (2002)

HCFC-141b CH3CCl2F – 9190 Yvon-Lewis and Butler (2002)

HCFC-142b CH3CClF2 – 122,200 Yvon-Lewis and Butler (2002)

HFC-41 CH3F – 1340 Yvon-Lewis and Butler (2002)

HFC-125 CHF2CF3 – 10,650 Yvon-Lewis and Butler (2002)

HFC-134a CH2FCF3 – 5909 Yvon-Lewis and Butler (2002)

HFC-152a CH3CHF2 – 1958 Yvon-Lewis and Butler (2002)

Methyl chloroform CH3CCl3 – 94 Yvon-Lewis and Butler (2002)

Sulfuryl fluoride SO2F2 – 40 Mühle et al. (2009)

Table A-2.  Ocean and soil loss partial lifetimes reported in the literature.* 

*  Possible range of lifetime given in parenthesis.

3
�Cl

τCFC-11
× + +ODPi =

�i
�CFC-11 �i

�CFC-11τi

OH
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line-by-line (LBL) model run at 0.02 cm–1 spectral resolution and 
with more refined atmospheric profiles of temperature, clouds, 
and greenhouse gas abundances. Shine and Myhre (2020) gen-
erated a new curve (see also Section A.2.5.2) based on the same 
LBL model but with changes in the representation of clouds and 
the water vapor continuum.

A.2.5.2 Infrared Absorption Spectra
REs were calculated using a compound’s room temperature 

infrared absorption spectrum. Absorption spectra were taken 
from the literature where possible. The Hodnebrog et al. (2020a) 
database of RE values, based on experimental literature infrared 
spectra, provides the reference for many of the RE values present-
ed here.  

In the absence of experimentally measured infrared absorp-
tion spectra, REs were determined based on theoretically cal-
culated spectra, e.g. for HCFCs by Papanastasiou et al. (2018), 
HFCs by Burkholder et al. (2020), and fluoroesters by Bravo et al. 
(2011a). Theoretical methods have been applied to provide spec-
tra for the compounds lacking RE values listed in Appendix A of 
the previous Assessment.

A.2.5.3 Stratospheric Temperature Adjustment
In the last Assessment, a generic 10% increase of the instan-

taneous radiative forcing was assumed for all compounds to ac-
count for stratospheric temperature adjustment, as in Hodnebrog 
et al. (2013). Here, the improved method of Shine and Myhre 
(2020) has been used.  In contrast to the previous spectral RE 
curves, which yield instantaneous REs, Shine and Myhre (2020) 
included stratospheric temperature adjustment in the spectral RE 
curve by calculating the adjustment using a narrow-band model 
and applying this adjustment to the instantaneous RE curve de-
rived using the LBL model. The magnitude of the stratospheric 
temperature adjustment is dependent on the infrared absorption 
spectrum of the compound and, in general, is in the 10 ± 5% 
range.

A.2.5.4 Lifetime Adjustment
The RE value calculations assume the compound is well 

mixed in the atmosphere. However, most compounds have a 
nonuniform vertical and horizontal distribution in the atmosphere. 
As in the last Assessment, the adjusted RE values reported in the 
summary table are lifetime adjusted using the approximate frac-
tional correction (�) factors derived in Hodnebrog et al. (2013).

For compounds primarily removed by UV photolysis in the 
stratosphere, �(τ)=1 – 0.1826τ – 0.3339 (applicable for lifetimes of 10 
< τ < 104 years).  For compounds primarily removed by reaction 
with the OH radical, �(τ)=                 , where � = 2.962, � = 0.9312, 

� = 2.994, � = 0.9302 (applicable for 10–4 < τ < 104 years).  
Different factors were used for CFC-11 (0.927), CFC-12 (0.970), 
and halon-1211 (0.937) because explicit radiative transfer cal-
culations are available for these compounds, for details see 
Hodnebrog et al. (2013). Note that OH radical fractional correc-
tion factors are particularly approximate for very short-lived com-
pounds (VSLCs) due to the spatial and temporal dependence on 
their emissions.

A.2.5.5 Low-Frequency Infrared Absorption 
Adjustment

The vast majority of experimentally measured infrared ab-
sorption spectra do not provide data below ~500 cm–1. There 
is, however, a component of the radiative forcing profile in this 
region.  The larger molecules in particular that are included in 
Table A-5 have low-frequency vibrations or torsions that would 
contribute a positive adjustment to their REs. We have performed 
a theoretically based survey of the molecules in the summary 
table to evaluate the low-frequency contribution. The adjust-
ment needs to be considered on a molecule-by-molecule basis 
but is relatively small (0–5%) for the majority of the molecules in 
the table. The adjustment is generally larger for the larger (more 
carbon atoms) and heavier (higher molecular weight) molecules. 
The adjustments have been applied to the molecules in Tables 
A-3 and A-5.

A.2.5.6 Tropospheric Adjustments and Effective 
Radiative Efficiency

In the last Assessment, stratospheric temperature adjust-
ment was included in the radiative efficiencies while tropospheric 
adjustments were not. However, radiative efficiencies that also 
include tropospheric adjustments better represent the climate 
change response, e.g. the temperature response due to a pertur-
bation in halocarbon concentrations. REs with tropospheric ad-
justments are denoted here as effective radiative efficiencies and 
are based on the concept of effective radiative forcing (ERF). IPCC 
AR6 defines ERF as the change in net downward radiative flux at 
the top of the atmosphere (TOA) following adjustments in both 
tropospheric and stratospheric temperature, water vapor, clouds, 
and some surface properties that are uncoupled to changes in 
global surface air temperature, see Forster et al. (2021). While REs 
without tropospheric adjustments can be calculated in offline ra-
diation codes with high spectral resolution, calculations of effec-
tive REs typically rely on computationally expensive simulations 
with global climate models (GCMs), and this is currently not fea-
sible for a large number of compounds. However, recent studies 
have quantified tropospheric adjustments: for CO2, see Vial et al. 
(2013), Zhang and Huang (2014), and Smith et al. (2020; 2018); 
for CH4 see Smith et al. (2018) and Modak et al. (2018), and for 

CO2 CH4 N2O CFC-11 CFC-12

RE (W m–2 ppb–1) (1.27 ± 0.13) × 10–5 (4.52 ± 0.63) × 10–4 (2.98 ± 0.30) × 10–3 0.267 ± 0.037 0.320 ± 0.045

Effective RE (W m–2 ppb–1) (1.33 ± 0.16) × 10–5 (3.89 ± 0.78) × 10–4 (3.19 ± 0.51) × 10–3 0.299 ± 0.057 0.358 ± 0.068

Table A-3.  Comparison between radiative efficiencies (RE) and effective radiative efficiencies, which include tropospheric ad-
justments. Here, stratospheric temperature adjustment, lifetime adjustment, and low-frequency infrared absorption adjustment 
are included for both RE and effective RE. Uncertainties are given as 5–95% confidence intervals.

�τ�

1 + �τ�



Annex

445

N2O, CFC-11, and CFC-12 see Hodnebrog et al.(2020b), and ef-
fective REs for these compounds have been assessed in Forster 
et al. (2021). Specifically, tropospheric adjustments were estimat-
ed as +5 ± 5%, –14 ± 15%, +7 ± 13%, +13 ± 10%, and +12 ± 
14%, respectively, of the REs (uncertainties are given as 5–95% 
confidence intervals), but an adjustment of 12% was used for both 
CFC-11 and CFC-12. For other halogenated compounds, tropo-
spheric adjustments are assumed to be 0 ± 13% due to lack of cal-
culations. The assessed tropospheric adjustments from AR6 are 
adopted here to calculate effective REs in Tables A-3 and A-5.

Table A-3 shows a comparison of REs and effective REs for 
compounds where estimates of tropospheric adjustments are 
available. It is important to note that uncertainties associated with 
effective RE are larger than for RE, and magnitudes of tropospher-
ic adjustments are generally associated with low confidence in 
AR6 (Forster et al., 2021). GCMs have less sophisticated radiation 
schemes than offline radiative transfer models, and unrealistically 
strong perturbations in concentrations are often needed to avoid 
noise caused by natural variability dominating the climate change 
signal, thus not accounting for possible nonlinear effects. The 
magnitudes of tropospheric adjustments, particularly for clouds, 
vary between different GCMs and between the different radiative 
kernel methods needed to separate individual adjustments from 
the instantaneous radiative forcing, see Smith et al. (2018) and 
Hodnebrog et al. (2020b). Another source of uncertainty arises 
because tropospheric adjustments are based on GCM simulations 
with fixed sea surface temperatures while, ideally, temperatures 
over land should also have been held fixed, see Andrews et al. 
(2021). In the effective RE estimates here, the radiative response 
to land surface temperature change is only partially accounted for, 

see Section 7.3.1 in Forster et al. (2021) for further discussion.

The total radiative forcing uncertainty for halogenated com-
pounds is estimated to be ~14% for compounds with lifetimes 
>~5 years and ~24% for compounds with lifetimes <~5 years, 
see Hodnebrog et al. (2020a). These numbers increase to 19% 
and 26%, respectively, for effective RE uncertainty. For CO2, CH4, 
and N2O, the effective RE uncertainty is 12%, 20%, and 16%, re-
spectively, from Forster et al. (2021).

A.2.6 Global Warming Potential (GWP)
Absolute Global Warming Potentials (AGWPs). Radiative 

metrics reported here (GWPs and global temperature change po-
tentials [GTPs]) are calculated relative to CO2 and based on a 2019 
CO2 abundance of 409.9 ppm. The response of the carbon cycle 
to an instantaneous pulse of CO2 emissions, known as the impulse 
response function, is unchanged from the last Assessment and 
taken from Joos et al. (2013).  The CO2 AGWPs for the 20-, 100-, 
and 500-year time horizons are 2.434 × 10–14, 8.947 × 10–14, and 
3.138 × 10–13 W m–2 yr kg–1, respectively, and are consistent with 
the values reported in IPCC AR6 (Forster et al., 2021).

A.2.7 Global Temperature Change Potential 
(GTP)

Absolute Global Temperature Change Potentials (AGTPs). 
The CO2 AGTPs for the 50- and 100-year time horizons are 4.277 
× 10–16 and 3.946 × 10–16 K kg–1, respectively, and are consis-
tent with the values reported in IPCC AR6 (Forster et al., 2021). 
These values are approximately 30% smaller than those used 
in the last Assessment, and this is mainly because of updates to 

Climate-Carbon Feedback

GWP (20) GWP (100) GWP (500) GTP (50) GTP (100)CO2 Compound

CFC-11

 – 8110 5910 1980 5950 3270

– – 8370 6360 2230 6450 3620

  8290 6210 2100 6340 3520

CFC-12

 – 12,400 11,900 5400 12,500 9700

– – 12,800 12,800 6080 13,600 10,800

  12,700 12,500 5720 13,200 10,300

HCFC-22

 – 5440 1800 516 633 334

– – 5610 1940 581 687 370

  5580 1900 546 742 366

CH3CCl3

 – 549 152 44 30 27

– – 566 164 49 33 30

  565 161 46 37 30

Table A-4.  Comparison of GWP and GTP values for a selection of compounds when climate-carbon feedback is: included for 
CO2 only as in WMO (2018), excluded for all compounds as in Hodnebrog et al. (2020a), and included for both CO2 and non-CO2 
compounds. The impulse response function is from Gasser et al. (2017) instead of Joos et al. (2013), to be able to exclude the 
climate-carbon feedback for CO2, and the contribution from low-frequency wavenumbers to the RE is not included here. Thus, 
the GWP and GTP values with climate-carbon feedback included for all compounds are slightly different from the recommended 
values in Table A-5.
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the global surface temperature response function, see Section 
7.6.1.2 in Forster et al. (2021) for details, affecting both the AGTP 
for CO2 and the AGTPs for the non-CO2 compounds.

A.3 CLIMATE-CARBON FEEDBACK

Compounds that warm the surface due to their direct radi-
ative forcing also influence climate indirectly through perturba-
tions of carbon fluxes. When the surface warms, a net flux of CO2 
goes into the atmosphere and leads to further warming, known 
as the climate-carbon feedback, for example see Gasser et al. 
(2017). In the previous Assessment, climate-carbon feedbacks 
were included for CO2, while no climate feedbacks were includ-
ed for the other compounds. Here, climate-carbon feedbacks are 
included for all components, consistent with IPCC AR6 Section 
7.6.1.3 (Forster et al., 2021). Table A-4 shows metric values for 
different combinations of climate-carbon feedback and illustrates 
the bias introduced when this feedback is included only for CO2 
and not for the non-CO2 compounds. Excluding the climate-car-
bon feedback completely generally leads to smaller differences 
against values with the feedback included for both CO2 and non-
CO2 compounds.

A.4 INDIRECT EFFECTS

The climate metric values presented in Table A-5 are due 
to the direct radiative effect only.  This means that the negative 
radiative forcing resulting from stratospheric ozone depletion by 
ODSs is not included in these estimates. In some cases, these can 
be large and potentially offset the direct effect, see Section 7.3.2 

and Table 7A-1 for further information. Indirect effects of meth-
ane (e.g., through production of ozone and stratospheric water 
vapor) and nitrous oxide (through methane lifetime reduction 
and stratospheric ozone depletion) are also not included here. 
Non-methane hydrocarbons generally have small direct radiative 
effects, and it is important to note that their indirect effects, mainly 
through tropospheric ozone production and changes in methane 
lifetime, can be significant as reported by Collins et al. (2002) and 
Hodnebrog et al. (2018). There are also indirect effects caused 
by degradation of halogenated compounds, see Burkholder et al. 
(2015), where some breakdown products have high GWP values 
as reported in Jubb et al. (2015) and Bravo et al. (2011a) and dis-
cussed in Section 7.2.5.

A.5 METRIC UNCERTAINTIES

Uncertainties in GWP and GTP values for halogenated com-
pounds depend on several factors: lifetime, radiative efficiency, 
global surface temperature response function (for GTP), and 
the radiative efficiency and impulse response function for CO2. 
Contributions from these factors to the radiative metrics were 
explored for four halogenated compounds (CFC-11, PFC-14, 
HFC-134a, and HFC-32) in IPCC AR6, and the total uncertainty in 
GWP and GTP values typically range from 30% to 60% (5–95% 
confidence interval) for the metrics and time horizons considered 
here, see Supplementary Tables 7.SM.10–7.SM.13 in Smith et al. 
(2021) for details.  Note that metrics based solely on theoretically 
calculated infrared absorption spectra will, in general, have even 
greater uncertainties.
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Industrial Designation 
or Chemical Name

Chemical Formula CAS RN Atmospheric 
Abundance a

WMO (2018) Total 
Lifetime 
(years)

WMO (2022) Total 
Lifetime 
(years)

Tropospheric 
(OH Reactive 
Loss) Lifetime 

2022 
(years)

Stratospheric 
Lifetime 2022 

(years)

ODP Radiative 
Efficiency 

(well mixed) 
(W m–2 ppb–1) b

Recommended
Adjusted Effective 

Radiative Efficiency 
 (W m–2 ppb–1) c

GWP
20-yr

GWP
100-yr

GWP
500-yr

GTP
50-yr

GTP
100-yr

Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Carbon dioxide CO2 124-38-9 412.5 ppm 0 1.33E-05 1 1 1 1 1 A1, O1, R1

Methane, non-fossil CH4 74-82-8 1879 ppb 12.4 11.8 0 3.89E-04 79.7 27 7.25 10.4 4.72 A1, L1, O1, R1

Methane, fossil CH4 74-82-8 12.4 11.8 0 3.89E-04 82.5 29.8 9.99 13.2 7.46 O1, R1

Nitrous oxide N2O 10024-97-2 333.0 ppb 123 109 0.017 3.20E-03 273 273 130 290 233 A1, L1, O2, R1

Hydrocarbons

Ethane CH3CH3 74-84-0 76 days 76 days – 0 0.004 1.61E-03 3 <1 <1 <1 <1 L2, R2

Ethene CH2=CH2 74-85-1 1.7 days 1.7 days – 0 0.039 7.75E-04 <<1 <<1 <<1 <<1 <<1 L2, R2

Acetylene HCCH 74-86-2 0.1 days 0.1 days – 0 0.041 5.91E-05 <<1 <<1 <<1 <<1 <<1 L2, R2

Propene  CH2=CHCH3 115-07-1 0.4 days (0.27–0.50 days) 0.4 days (0.27–0.50 days) 0.4 days – 0 0.031 1.65E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Propane, R-290 CH3CH2CH3 74-98-6 15 days (9.9–27 days) 15 days (9.9–27 days) 15 days – 0 0.003 3.96E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

n-butane CH3CH2CH2CH3 106-97-8 6.5 days 6.5 days – 0 0.004 2.60E-04 <<1 <<1 <<1 <<1 <<1 L2

Isobutane, R-600a (CH3)2CHCH3 75-28-5 7 days (5.2–10.7 days) 7.0 days (5.2–10.7 days) 7.0 days – 0 0.004 2.87E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Isobutene (CH3)2C=CH2 115-11-7 0.2 days (0.15–0.29 days) 0.2 days (0.15–0.29 days) 0.2 days – 0 0.023 7.38E-05 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

n-pentane CH3CH2CH2CH2CH3 109-66-0 3 days (2.7–6.5 days) 4.0 days (2.7–6.5 days) 4.0 days – 0 0.023 2.11E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Isopentane (CH3)2CHCH2CH3 78-78-4 4 days (2.9–6.0 days) 3.9 days (2.9–6.0 days) 3.9 days – 0 0.006 2.57E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Cyclopentane c-CH2CH2CH2CH2CH2 287-92-3 3 days (2.2–5.3 days) 3.2 days (2.2–5.3 days) 3.2 days – 0 0.006 1.41E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Benzene C6H6 71-43-2 ~10.0 days 10.0 days – 0 0.003 2.82E-04 <<1 <<1 <<1 <<1 <<1 L3, O1, R2

Toluene C7H8 108-88-3 ~29 days 29 days – 0 0.014 1.54E-03 <1 <<1 <<1 <<1 <<1 L3, O1, R2

Oxygenated Hydrocarbons

Formaldehyde CH2O 50-00-0 – 0.08 days 1.6 days – 0 0.004 4.60E-06 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Ethanol CH3CH2OH 64-17-5 – 4.1 days 4.1 days – 0 0.044 2.20E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Acetaldehyde CH3CHO 75-07-0 – 0.7 days 0.8 days – 0 0.017 1.80E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Methyl formate  CH3OCHO 107-31-3 87 days (60–143 days) 86 days 87 days – 0 0.108 4.90E-02 46 13 4 3 2 L2, O1, R2

Acetone CH3C(O)CH3 67-64-1 – 26 days 87 days – 0.027 6.10E-03 2 <1 <1 <1 <<1 L2, R2

Isopropanol (CH3)2CHOH 67-63-0 2 days (1.5–2.9 days) 2.4 days (1.5–2.9 days) 2.4 days – 0 0.06 1.80E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Methylal CH3OCH2OCH3 109-87-5 2 days (1.5–2.8 days) 2.6 days (1.5–2.8 days) 2.6 days – 0 0.169 6.40E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Chlorofluorocarbons

CFC-11 CCl3F 75-69-4 224 ppt 52 52 – 55 1 0.28 0.299 8560 6410 2150 6540 3640 A2, L4, L5, R4

CFC-12 CCl2F2 75-71-8 497.2 ppt 102 102 – 103 0.75 0.33 0.358 12,700 12,500 5710 13,200 10,400 A2, L4, L5, O3, O4, R4

CFC-13 CClF3 75-72-9 3.32 ppt 640 640 – – 0.3 0.284 0.279 12,400 16,300 17,600 17,100 18,900 A2, L6, O5, R2

CFC-112 CCl2FCCl2F 76-12-0 0.39 ppt 63.6 63.6 – 65.4 0.98 0.295 0.281 5600 4600 1670 4800 3010 A2, L4, L7, O6, R5

CFC-112a CClF2CCl3 76-11-9 0.08 ppt 52 52 – 53.8 0.86 0.258 0.246 4750 3550 1190 3620 2020 A2, L4, L7, O6, R5

CFC-113 CCl2FCClF2 76-13-1 68.9 ppt 93 93 – 94.5 0.82 0.314 0.302 6870 6530 2840 6920 5220 A2, L4, L5, O3, O4, R2

CFC-113a CCl3CF3 354-58-5 0.95 ppt 55 55 – 57.5 0.73 0.253 0.241 5110 3930 1350 4030 2320 A2, L4, L7, O6, R5

CFC-114 CClF2CClF2 76-14-2 16.3 ppt 189 189 – 191 0.53 0.325 0.315 8280 9450 6160 10,000 9430 A2, L4, L5, O3, O4, R2

CFC-114a CCl2FCF3 374-07-2 1.11 ppt 105 105 – 106.7 0.72 0.309 0.297 7490 7410 3440 7870 6230 A2, L4, L7, O6, R5

CFC-115 CClF2CF3 76-15-3 8.7 ppt 540 540 – 664 0.45 0.252 0.247 7430 9630 9910 10,100 11,000 A2, L5, L8, O3, R2

CFC-216ba CClF2CClFCF3 – 38 ppq 135 135 – 135 0.35 0.42 0.406 8090 8580 4610 9110 7860 A2, L9, O7, R6

CFC-216ca CClF2CF2CClF2 – 20 ppq ~135 ~135 – ~135 ~0.35 0.37 0.357 7110 7540 4050 8010 6910 A2, L9, O7, R6

(E)-R316c  ((E)-1,2-dichlorohexa-
fluoro-cyclobutane) (E)-1,2-c-C4F6Cl2 3832-15-3 75 75 – 76 0.46 0.282 0.273 4870 4290 1670 4510 3080 L10, O8, R7

(Z)-R316c  ((Z)-1,2-dichlorohexa-
fluoro-cyclobutane) (Z)-1,2-c-C4F6Cl2 3934-26-7 114 114 – 115 0.54 0.311 0.302 5630 5710 2780 6060 4940 L10, O8, R7

1,2,3,4-Tetrachlorohexafluoro-
butane (TCHFB) C4Cl4F6 375-45-1 >50 – – – 0.46 0.439 5640 4140 1370 4200 2280 L3, R6

Hydrochlorofluorocarbons

HCFC-21 CHFCl2 75-43-4 1.7 1.71 1.82 29.8 0.036 0.176 0.145 578 161 46 36 29 L2, L11, O9, R2

Table A-5.  Atmospheric abundances; lifetimes; radiative efficiencies (REs); direct effect Global Warming Potentials (GWPs) for 20-, 100-, 
and 500-year time horizons; and Global Temperature Change Potentials (GTPs) for 50- and 100-year time horizons
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Industrial Designation 
or Chemical Name

Chemical Formula CAS RN Atmospheric 
Abundance a

WMO (2018) Total 
Lifetime 
(years)

WMO (2022) Total 
Lifetime 
(years)

Tropospheric 
(OH Reactive 
Loss) Lifetime 

2022 
(years)

Stratospheric 
Lifetime 2022 

(years)

ODP Radiative 
Efficiency 

(well mixed) 
(W m–2 ppb–1) b

Recommended
Adjusted Effective 

Radiative Efficiency 
 (W m–2 ppb–1) c

GWP
20-yr

GWP
100-yr

GWP
500-yr

GTP
50-yr

GTP
100-yr

Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Carbon dioxide CO2 124-38-9 412.5 ppm 0 1.33E-05 1 1 1 1 1 A1, O1, R1

Methane, non-fossil CH4 74-82-8 1879 ppb 12.4 11.8 0 3.89E-04 79.7 27 7.25 10.4 4.72 A1, L1, O1, R1

Methane, fossil CH4 74-82-8 12.4 11.8 0 3.89E-04 82.5 29.8 9.99 13.2 7.46 O1, R1

Nitrous oxide N2O 10024-97-2 333.0 ppb 123 109 0.017 3.20E-03 273 273 130 290 233 A1, L1, O2, R1

Hydrocarbons

Ethane CH3CH3 74-84-0 76 days 76 days – 0 0.004 1.61E-03 3 <1 <1 <1 <1 L2, R2

Ethene CH2=CH2 74-85-1 1.7 days 1.7 days – 0 0.039 7.75E-04 <<1 <<1 <<1 <<1 <<1 L2, R2

Acetylene HCCH 74-86-2 0.1 days 0.1 days – 0 0.041 5.91E-05 <<1 <<1 <<1 <<1 <<1 L2, R2

Propene  CH2=CHCH3 115-07-1 0.4 days (0.27–0.50 days) 0.4 days (0.27–0.50 days) 0.4 days – 0 0.031 1.65E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Propane, R-290 CH3CH2CH3 74-98-6 15 days (9.9–27 days) 15 days (9.9–27 days) 15 days – 0 0.003 3.96E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

n-butane CH3CH2CH2CH3 106-97-8 6.5 days 6.5 days – 0 0.004 2.60E-04 <<1 <<1 <<1 <<1 <<1 L2

Isobutane, R-600a (CH3)2CHCH3 75-28-5 7 days (5.2–10.7 days) 7.0 days (5.2–10.7 days) 7.0 days – 0 0.004 2.87E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Isobutene (CH3)2C=CH2 115-11-7 0.2 days (0.15–0.29 days) 0.2 days (0.15–0.29 days) 0.2 days – 0 0.023 7.38E-05 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

n-pentane CH3CH2CH2CH2CH3 109-66-0 3 days (2.7–6.5 days) 4.0 days (2.7–6.5 days) 4.0 days – 0 0.023 2.11E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Isopentane (CH3)2CHCH2CH3 78-78-4 4 days (2.9–6.0 days) 3.9 days (2.9–6.0 days) 3.9 days – 0 0.006 2.57E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Cyclopentane c-CH2CH2CH2CH2CH2 287-92-3 3 days (2.2–5.3 days) 3.2 days (2.2–5.3 days) 3.2 days – 0 0.006 1.41E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Benzene C6H6 71-43-2 ~10.0 days 10.0 days – 0 0.003 2.82E-04 <<1 <<1 <<1 <<1 <<1 L3, O1, R2

Toluene C7H8 108-88-3 ~29 days 29 days – 0 0.014 1.54E-03 <1 <<1 <<1 <<1 <<1 L3, O1, R2

Oxygenated Hydrocarbons

Formaldehyde CH2O 50-00-0 – 0.08 days 1.6 days – 0 0.004 4.60E-06 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Ethanol CH3CH2OH 64-17-5 – 4.1 days 4.1 days – 0 0.044 2.20E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Acetaldehyde CH3CHO 75-07-0 – 0.7 days 0.8 days – 0 0.017 1.80E-04 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Methyl formate  CH3OCHO 107-31-3 87 days (60–143 days) 86 days 87 days – 0 0.108 4.90E-02 46 13 4 3 2 L2, O1, R2

Acetone CH3C(O)CH3 67-64-1 – 26 days 87 days – 0.027 6.10E-03 2 <1 <1 <1 <<1 L2, R2

Isopropanol (CH3)2CHOH 67-63-0 2 days (1.5–2.9 days) 2.4 days (1.5–2.9 days) 2.4 days – 0 0.06 1.80E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R3

Methylal CH3OCH2OCH3 109-87-5 2 days (1.5–2.8 days) 2.6 days (1.5–2.8 days) 2.6 days – 0 0.169 6.40E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Chlorofluorocarbons

CFC-11 CCl3F 75-69-4 224 ppt 52 52 – 55 1 0.28 0.299 8560 6410 2150 6540 3640 A2, L4, L5, R4

CFC-12 CCl2F2 75-71-8 497.2 ppt 102 102 – 103 0.75 0.33 0.358 12,700 12,500 5710 13,200 10,400 A2, L4, L5, O3, O4, R4

CFC-13 CClF3 75-72-9 3.32 ppt 640 640 – – 0.3 0.284 0.279 12,400 16,300 17,600 17,100 18,900 A2, L6, O5, R2

CFC-112 CCl2FCCl2F 76-12-0 0.39 ppt 63.6 63.6 – 65.4 0.98 0.295 0.281 5600 4600 1670 4800 3010 A2, L4, L7, O6, R5

CFC-112a CClF2CCl3 76-11-9 0.08 ppt 52 52 – 53.8 0.86 0.258 0.246 4750 3550 1190 3620 2020 A2, L4, L7, O6, R5

CFC-113 CCl2FCClF2 76-13-1 68.9 ppt 93 93 – 94.5 0.82 0.314 0.302 6870 6530 2840 6920 5220 A2, L4, L5, O3, O4, R2

CFC-113a CCl3CF3 354-58-5 0.95 ppt 55 55 – 57.5 0.73 0.253 0.241 5110 3930 1350 4030 2320 A2, L4, L7, O6, R5

CFC-114 CClF2CClF2 76-14-2 16.3 ppt 189 189 – 191 0.53 0.325 0.315 8280 9450 6160 10,000 9430 A2, L4, L5, O3, O4, R2

CFC-114a CCl2FCF3 374-07-2 1.11 ppt 105 105 – 106.7 0.72 0.309 0.297 7490 7410 3440 7870 6230 A2, L4, L7, O6, R5

CFC-115 CClF2CF3 76-15-3 8.7 ppt 540 540 – 664 0.45 0.252 0.247 7430 9630 9910 10,100 11,000 A2, L5, L8, O3, R2

CFC-216ba CClF2CClFCF3 – 38 ppq 135 135 – 135 0.35 0.42 0.406 8090 8580 4610 9110 7860 A2, L9, O7, R6

CFC-216ca CClF2CF2CClF2 – 20 ppq ~135 ~135 – ~135 ~0.35 0.37 0.357 7110 7540 4050 8010 6910 A2, L9, O7, R6

(E)-R316c  ((E)-1,2-dichlorohexa-
fluoro-cyclobutane) (E)-1,2-c-C4F6Cl2 3832-15-3 75 75 – 76 0.46 0.282 0.273 4870 4290 1670 4510 3080 L10, O8, R7

(Z)-R316c  ((Z)-1,2-dichlorohexa-
fluoro-cyclobutane) (Z)-1,2-c-C4F6Cl2 3934-26-7 114 114 – 115 0.54 0.311 0.302 5630 5710 2780 6060 4940 L10, O8, R7

1,2,3,4-Tetrachlorohexafluoro-
butane (TCHFB) C4Cl4F6 375-45-1 >50 – – – 0.46 0.439 5640 4140 1370 4200 2280 L3, R6

Hydrochlorofluorocarbons

HCFC-21 CHFCl2 75-43-4 1.7 1.71 1.82 29.8 0.036 0.176 0.145 578 161 46 36 29 L2, L11, O9, R2
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HCFC-22 CHF2Cl 75-45-6 247.8 ppt 11.9 11.6 13 120 0.038 0.223 0.214 5610 1910 546 744 368 A2, L5, L11, O3, R2

HCFC-31 CH2FCl 593-70-4 0.11 ppt 1.2 1.29 1.33 36.7 0.019 0.088 0.068 307 85 24 19 15 A2, L2, O9, R8

HCFC-121 CHCl2CCl2F 354-14-3 1.11 1.1 1.17 20 0.03 0.193 0.147 209 58 17 13 10 L12, O10, R2

HCFC-121a CHClFCCl3 354-11-0 2.67 2.67 2.96 27.4 0.066 0.197 0.172 592 165 47 37 30 L12, O10, R9

HCFC-122 CHCl2CClF2 354-21-2 0.9 0.912 0.955 20 0.022 0.22 0.16 207 57 16 13 10 L12, O9, R2

HCFC-122a CHClFCCl2F 354-15-4 3.1 3.11 3.43 33.8 0.067 0.227 0.203 891 248 71 56 45 L12, O9, R2

HCFC-122b CHF2CCl3 354-12-1 9.31 9.3 12.6 35.5 0.17 0.221 0.211 2440 772 220 239 145 L12, O10, R9

HCFC-123 CHCl2CF3 306-83-2 1.3 1.31 1.38 25.7 0.02 0.203 0.16 329 91 26 20 17 L2, O3, R2

HCFC-123a CHClFCClF2 354-23-4 4 4.03 4.31 62.9 0.039 0.25 0.228 1430 400 114 91 73 L2, O9, R2

HCFC-123b CHF2CCl2F 812-04-4 11.8 11.8 15.1 53.8 0.124 0.248 0.238 3570 1220 349 485 236 L12, O10, R9

HCFC-124 CHClFCF3 2837-89-0 1.1 ppt 5.9 5.9 6.28 105 0.022 0.222 0.207 2060 596 170 143 110 A3, L2, O3, R2

HCFC-124a CHF2CClF2 354-25-6 17 17 19 161 0.026 0.258 0.251 5140 2080 595 1220 450 L12, O10, R2

HCFC-131 CHCl2CHClF 359-28-4 0.76 0.756 0.786 20 0.019 0.14 0.097 116 32 9 7 6 L12, O10, R9

HCFC-131a CH2ClCCl2F 811-95-0 2.57 2.57 2.8 31.4 0.056 0.184 0.16 650 181 52 41 33 L12, O10, R9

HCFC-131b CH2FCCl3 2366-36-1 2.33 2.324 2.55 26.2 0.054 0.145 0.125 460 128 36 29 23 L12, O10, R9

HCFC-132 CHClFCHClF 25915-78-0 1.73 1.73 1.81 39.1 0.025 0.174 0.147 452 126 36 28 23 L12, O10, R2

HCFC-132a CHCl2CHF2 471-43-2 1.12 1.12 1.18 23.9 0.02 0.167 0.129 257 71 20 16 13 L12, O10, R2

HCFC-132b CH2ClCClF2 1649-08-7 0.14 ppt 3.5 3.5 3.73 57.5 0.038 0.214 0.192 1190 332 95 75 61 A2, L2, O10, R9

HCFC-132c CH2FCCl2F 1842-05-3 4.1 4.08 4.52 41.8 0.062 0.186 0.171 1230 345 98 79 63 L2, O9, R2

HCFC-133 CHClFCHF2 431-07-2 3.1 3.06 3.21 67.8 0.017 0.195 0.173 1070 298 85 67 54 L12, O10, R9

HCFC-133a CH2ClCF3 75-88-7 0.45 ppt 4.6 4.48 4.74 82.6 0.019 0.164 0.15 1340 378 108 87 69 A2, L13, O9, R10

HCFC-133b CH2FCClF2 421-04-5 7.2 7.2 7.71 110 0.024 0.218 0.206 2800 834 238 215 155 L12, O10, R9

HCFC-141 CH2ClCHClF 430-57-9 1.14 1.14 1.19 29.5 0.022 0.094 0.0745 174 48 14 11 9 L12, O10, R2

HCFC-141a CH2FCHCl2 430-53-5 0.5 0.497 0.51 20 0.011 0.095 0.0573 58 16 5 4 3 L12, O10, R9

HCFC-141b CH3CCl2F 1717-00-6 24.5 ppt 9.4 8.81 10.7 49.4 0.102 0.168 0.161 2590 808 231 239 152 A2, L5, L11, O3, R2

HCFC-142 CH2ClCHF2 338-65-8 2.6 2.61 2.73 60.1 0.019 0.125 0.109 678 189 54 42 34 L12, O10, R9

HCFC-142a CH2FCHClF 338-64-7 1.58 1.58 1.64 42.3 0.015 0.136 0.111 419 116 33 26 21 L12, O10, R9

HCFC-142b CH3CClF2 75-68-3 21.7 ppt 18 17.1 19.3 148 0.057 0.199 0.194 5400 2190 628 1300 477 A2, L5, L11, O3, R2

HCFC-151 CH2ClCH2F 762-50-5 0.49 0.488 0.5 20 0.008 0.049 0.0295 42 12 3 3 2 L12, O10, R9

HCFC-151a CH3CHClF 1615-75-4 1.16 1.16 1.2 33.2 0.015 0.08 0.0617 208 58 16 13 10 L12, O10, R9

HCFC-221aa CHCl2CCl2CCl2F 422-28-6 0.93 0.933 0.979 20 0.027 0.24 0.175 146 41 12 9 7 L12, O10, R9

HCFC-221ab CHClFCCl2CCl3 422-26-4 2.67 2.67 2.96 27.4 0.069 0.197 0.172 409 114 32 26 21 L12, O10, R9

HCFC-221ba CHCl2CClFCCl3 422-40-2 1.11 1.1 1.17 20 0.032 0.221 0.168 165 46 13 10 8 L12, O10, R9

HCFC-221da CCl3CHClCCl2F 431-79-8 3.29 3.29 3.71 29 0.083 0.259 0.231 675 189 54 43 34 L12, O10, R9

HCFC-221ea CCl3CHFCCl3 – 3.52 3.51 3.99 29.5 0.088 0.238 0.214 666 186 53 42 34 L12, O10, R9

HCFC-222aa CHCl2CCl2CClF2 422-30-0 1.11 1.1 1.17 20 0.028 0.285 0.216 226 63 18 14 11 L12, O10, R9

HCFC-222ab CHClFCCl2CCl2F 147728-31-2 2.67 2.67 2.96 27.4 0.061 0.257 0.224 567 158 45 35 29 L12, O10, R9

HCFC-222ac CHF2CCl2CCl3 422-27-5 9.29 9.28 12.6 35.2 0.191 0.224 0.214 1660 525 150 162 99 L12, O10, R9

HCFC-222ba CHCl2CClFCCl2F 146254-26-4 1.11 1.1 1.17 20 0.028 0.268 0.204 213 59 17 13 11 L12, O10, R9

HCFC-222bb CHClFCClFCCl3 147728-30-1 3.15 3.15 3.54 28.6 0.071 0.217 0.193 576 161 46 36 29 L12, O10, R9

HCFC-222ca CHCl2CF2CCl3 422-49-1 1.38 1.38 1.47 21.6 0.034 0.253 0.201 264 73 21 16 13 L12, O10, R9

HCFC-222da CCl2FCHClCCl2F 431-82-3 4.48 4.48 5.23 31.2 0.097 0.292 0.267 1120 316 90 73 58 L12, O10, R9

HCFC-222db CCl3CHClCClF2 431-80-1 4.62 4.62 5.42 31.4 0.1 0.273 0.251 1080 306 87 71 56 L12, O10, R9

HCFC-222ea CCl3CHFCCl2F 146254-25-3 4.68 4.67 5.49 31.4 0.101 0.26 0.239 1040 295 84 68 54 L12, O10, R9

HCFC-223aa CHCl2CCl2CF3 422-35-5 1.11 1.1 1.17 20 0.024 0.256 0.194 217 60 17 13 11 L12, O10, R9

HCFC-223ab CHClFCCl2CClF2 144909-54-6 3.18 3.18 3.54 31.4 0.059 0.308 0.274 883 246 70 56 45 L12, O10, R9

HCFC-223ac CHF2CCl2CCl2F 422-29-7 9.29 9.28 12.6 35.2 0.164 0.297 0.282 2340 739 211 229 139 L12, O10, R9

HCFC-223ba CHCl2CClFCClF2 422-41-3 1.39 1.38 1.47 23.1 0.029 0.316 0.251 352 98 28 22 18 L12, O10, R9

HCFC-223bb CHClFCClFCCl2F 145599-91-3 3.18 3.18 3.54 31.4 0.059 0.258 0.23 741 207 59 47 38 L12, O10, R9
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HCFC-22 CHF2Cl 75-45-6 247.8 ppt 11.9 11.6 13 120 0.038 0.223 0.214 5610 1910 546 744 368 A2, L5, L11, O3, R2

HCFC-31 CH2FCl 593-70-4 0.11 ppt 1.2 1.29 1.33 36.7 0.019 0.088 0.068 307 85 24 19 15 A2, L2, O9, R8

HCFC-121 CHCl2CCl2F 354-14-3 1.11 1.1 1.17 20 0.03 0.193 0.147 209 58 17 13 10 L12, O10, R2

HCFC-121a CHClFCCl3 354-11-0 2.67 2.67 2.96 27.4 0.066 0.197 0.172 592 165 47 37 30 L12, O10, R9

HCFC-122 CHCl2CClF2 354-21-2 0.9 0.912 0.955 20 0.022 0.22 0.16 207 57 16 13 10 L12, O9, R2

HCFC-122a CHClFCCl2F 354-15-4 3.1 3.11 3.43 33.8 0.067 0.227 0.203 891 248 71 56 45 L12, O9, R2

HCFC-122b CHF2CCl3 354-12-1 9.31 9.3 12.6 35.5 0.17 0.221 0.211 2440 772 220 239 145 L12, O10, R9

HCFC-123 CHCl2CF3 306-83-2 1.3 1.31 1.38 25.7 0.02 0.203 0.16 329 91 26 20 17 L2, O3, R2

HCFC-123a CHClFCClF2 354-23-4 4 4.03 4.31 62.9 0.039 0.25 0.228 1430 400 114 91 73 L2, O9, R2

HCFC-123b CHF2CCl2F 812-04-4 11.8 11.8 15.1 53.8 0.124 0.248 0.238 3570 1220 349 485 236 L12, O10, R9

HCFC-124 CHClFCF3 2837-89-0 1.1 ppt 5.9 5.9 6.28 105 0.022 0.222 0.207 2060 596 170 143 110 A3, L2, O3, R2

HCFC-124a CHF2CClF2 354-25-6 17 17 19 161 0.026 0.258 0.251 5140 2080 595 1220 450 L12, O10, R2

HCFC-131 CHCl2CHClF 359-28-4 0.76 0.756 0.786 20 0.019 0.14 0.097 116 32 9 7 6 L12, O10, R9

HCFC-131a CH2ClCCl2F 811-95-0 2.57 2.57 2.8 31.4 0.056 0.184 0.16 650 181 52 41 33 L12, O10, R9

HCFC-131b CH2FCCl3 2366-36-1 2.33 2.324 2.55 26.2 0.054 0.145 0.125 460 128 36 29 23 L12, O10, R9

HCFC-132 CHClFCHClF 25915-78-0 1.73 1.73 1.81 39.1 0.025 0.174 0.147 452 126 36 28 23 L12, O10, R2

HCFC-132a CHCl2CHF2 471-43-2 1.12 1.12 1.18 23.9 0.02 0.167 0.129 257 71 20 16 13 L12, O10, R2

HCFC-132b CH2ClCClF2 1649-08-7 0.14 ppt 3.5 3.5 3.73 57.5 0.038 0.214 0.192 1190 332 95 75 61 A2, L2, O10, R9

HCFC-132c CH2FCCl2F 1842-05-3 4.1 4.08 4.52 41.8 0.062 0.186 0.171 1230 345 98 79 63 L2, O9, R2

HCFC-133 CHClFCHF2 431-07-2 3.1 3.06 3.21 67.8 0.017 0.195 0.173 1070 298 85 67 54 L12, O10, R9

HCFC-133a CH2ClCF3 75-88-7 0.45 ppt 4.6 4.48 4.74 82.6 0.019 0.164 0.15 1340 378 108 87 69 A2, L13, O9, R10

HCFC-133b CH2FCClF2 421-04-5 7.2 7.2 7.71 110 0.024 0.218 0.206 2800 834 238 215 155 L12, O10, R9

HCFC-141 CH2ClCHClF 430-57-9 1.14 1.14 1.19 29.5 0.022 0.094 0.0745 174 48 14 11 9 L12, O10, R2

HCFC-141a CH2FCHCl2 430-53-5 0.5 0.497 0.51 20 0.011 0.095 0.0573 58 16 5 4 3 L12, O10, R9

HCFC-141b CH3CCl2F 1717-00-6 24.5 ppt 9.4 8.81 10.7 49.4 0.102 0.168 0.161 2590 808 231 239 152 A2, L5, L11, O3, R2

HCFC-142 CH2ClCHF2 338-65-8 2.6 2.61 2.73 60.1 0.019 0.125 0.109 678 189 54 42 34 L12, O10, R9

HCFC-142a CH2FCHClF 338-64-7 1.58 1.58 1.64 42.3 0.015 0.136 0.111 419 116 33 26 21 L12, O10, R9

HCFC-142b CH3CClF2 75-68-3 21.7 ppt 18 17.1 19.3 148 0.057 0.199 0.194 5400 2190 628 1300 477 A2, L5, L11, O3, R2

HCFC-151 CH2ClCH2F 762-50-5 0.49 0.488 0.5 20 0.008 0.049 0.0295 42 12 3 3 2 L12, O10, R9

HCFC-151a CH3CHClF 1615-75-4 1.16 1.16 1.2 33.2 0.015 0.08 0.0617 208 58 16 13 10 L12, O10, R9

HCFC-221aa CHCl2CCl2CCl2F 422-28-6 0.93 0.933 0.979 20 0.027 0.24 0.175 146 41 12 9 7 L12, O10, R9

HCFC-221ab CHClFCCl2CCl3 422-26-4 2.67 2.67 2.96 27.4 0.069 0.197 0.172 409 114 32 26 21 L12, O10, R9

HCFC-221ba CHCl2CClFCCl3 422-40-2 1.11 1.1 1.17 20 0.032 0.221 0.168 165 46 13 10 8 L12, O10, R9

HCFC-221da CCl3CHClCCl2F 431-79-8 3.29 3.29 3.71 29 0.083 0.259 0.231 675 189 54 43 34 L12, O10, R9

HCFC-221ea CCl3CHFCCl3 – 3.52 3.51 3.99 29.5 0.088 0.238 0.214 666 186 53 42 34 L12, O10, R9

HCFC-222aa CHCl2CCl2CClF2 422-30-0 1.11 1.1 1.17 20 0.028 0.285 0.216 226 63 18 14 11 L12, O10, R9

HCFC-222ab CHClFCCl2CCl2F 147728-31-2 2.67 2.67 2.96 27.4 0.061 0.257 0.224 567 158 45 35 29 L12, O10, R9

HCFC-222ac CHF2CCl2CCl3 422-27-5 9.29 9.28 12.6 35.2 0.191 0.224 0.214 1660 525 150 162 99 L12, O10, R9

HCFC-222ba CHCl2CClFCCl2F 146254-26-4 1.11 1.1 1.17 20 0.028 0.268 0.204 213 59 17 13 11 L12, O10, R9

HCFC-222bb CHClFCClFCCl3 147728-30-1 3.15 3.15 3.54 28.6 0.071 0.217 0.193 576 161 46 36 29 L12, O10, R9

HCFC-222ca CHCl2CF2CCl3 422-49-1 1.38 1.38 1.47 21.6 0.034 0.253 0.201 264 73 21 16 13 L12, O10, R9

HCFC-222da CCl2FCHClCCl2F 431-82-3 4.48 4.48 5.23 31.2 0.097 0.292 0.267 1120 316 90 73 58 L12, O10, R9

HCFC-222db CCl3CHClCClF2 431-80-1 4.62 4.62 5.42 31.4 0.1 0.273 0.251 1080 306 87 71 56 L12, O10, R9

HCFC-222ea CCl3CHFCCl2F 146254-25-3 4.68 4.67 5.49 31.4 0.101 0.26 0.239 1040 295 84 68 54 L12, O10, R9

HCFC-223aa CHCl2CCl2CF3 422-35-5 1.11 1.1 1.17 20 0.024 0.256 0.194 217 60 17 13 11 L12, O10, R9

HCFC-223ab CHClFCCl2CClF2 144909-54-6 3.18 3.18 3.54 31.4 0.059 0.308 0.274 883 246 70 56 45 L12, O10, R9

HCFC-223ac CHF2CCl2CCl2F 422-29-7 9.29 9.28 12.6 35.2 0.164 0.297 0.282 2340 739 211 229 139 L12, O10, R9

HCFC-223ba CHCl2CClFCClF2 422-41-3 1.39 1.38 1.47 23.1 0.029 0.316 0.251 352 98 28 22 18 L12, O10, R9

HCFC-223bb CHClFCClFCCl2F 145599-91-3 3.18 3.18 3.54 31.4 0.059 0.258 0.23 741 207 59 47 38 L12, O10, R9
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HCFC-223bc CHF2CClFCCl3 147728-32-3 10.6 10.6 15.1 35.7 0.185 0.254 0.242 2200 725 207 256 138 L12, O10, R9

HCFC-223ca CHCl2CF2CCl2F 422-52-6 1.38 1.38 1.47 21.6 0.029 0.29 0.23 323 90 26 20 16 L12, O10, R9

HCFC-223cb CHClFCF2CCl3 422-50-4 3.88 3.88 4.45 30.2 0.073 0.259 0.235 919 258 73 59 47 L12, O10, R9

HCFC-223da CCl2FCHClCClF2 431-83-4 6.48 6.48 7.86 37.1 0.111 0.321 0.301 1880 551 157 136 102 L12, O10, R9

HCFC-223db CCl3CHClCF3 431-81-2 6.47 6.47 8.02 33.4 0.117 0.245 0.229 1430 419 119 103 78 L12, O10, R9

HCFC-223ea CCl2FCHFCCl2F – 6.28 6.28 7.74 33.2 0.114 0.292 0.273 1660 485 138 118 90 L12, O10, R9

HCFC-223eb CCl3CHFCClF2 54002-59-4 6.46 6.47 8.02 33.4 0.117 0.271 0.254 1590 464 132 114 86 L12, O10, R9

HCFC-224aa CHClFCCl2CF3 139754-75-9 3.15 3.15 3.54 28.9 0.049 0.278 0.247 847 236 67 53 43 L12, O10, R9

HCFC-224ab CHF2CCl2CClF2 422-32-2 11.3 11.3 15.1 44.6 0.141 0.314 0.301 3060 1030 295 390 198 L12, O10, R9

HCFC-224ba CHCl2CClFCF3 422-47-9 1.39 1.39 1.47 24.5 0.023 0.268 0.213 324 90 26 20 16 L12, O10, R9

HCFC-224bb CHClFCClFCClF2 422-42-4 4.1 4.09 4.45 51.2 0.047 0.304 0.277 1230 344 98 79 63 L12, O10, R9

HCFC-224bc CHF2CClFCCl2F 139754-76-0 11.3 11.3 15.1 44.6 0.141 0.318 0.305 3100 1050 299 396 201 L12, O10, R9

HCFC-224ca CHCl2CF2CClF2 422-54-8 1.79 1.8 1.92 27.5 0.028 0.312 0.259 509 142 40 32 26 L12, O10, R9

HCFC-224cb CHClFCF2CCl2F 422-53-7 1.57 1.57 1.64 35 0.022 0.301 0.244 419 116 33 26 21 L12, O10, R9

HCFC-224cc CHF2CF2CCl3 422-51-5 12.5 12.5 19 36.7 0.174 0.322 0.31 3350 1180 336 498 229 L12, O10, R9

HCFC-224da CClF2CHClCClF2 431-85-6 10.4 10.4 12.3 67.1 0.096 0.36 0.344 3310 1090 310 376 206 L12, O10, R9

HCFC-224db CCl2FCHClCF3 431-84-5 9.39 9.4 12 43.4 0.119 0.298 0.284 2550 811 231 254 153 L12, O10, R9

HCFC-224ea CCl2FCHFCClF2 53063-53-9 9.16 9.15 11.6 43.3 0.117 0.324 0.308 2710 856 244 261 161 L12, O10, R9

HCFC-224eb CCl3CHFCF3 53063-52-8 8.88 8.9 11.9 35.3 0.126 0.247 0.234 2020 633 180 189 119 L12, O10, R9

HCFC-225aa CHF2CCl2CF3 128903-21-9 11.8 11.8 15.1 53.8 0.094 0.279 0.268 3030 1040 296 412 200 L12, O10, R9

HCFC-225ba CHClFCClFCF3 422-48-0 4.2 4.2 4.45 74.3 0.025 0.279 0.254 1250 350 100 80 64 L12, O10, R9

HCFC-225bb CHF2CClFCClF2 422-44-6 15.9 16 19 99.5 0.069 0.326 0.315 4210 1650 472 915 347 L12, O10, R9

HCFC-225ca CHCl2CF2CF3 422-56-0 1.9 1.9 2.03 31.5 0.025 0.262 0.22 494 137 39 31 25 L5, O3, R2

HCFC-225cb CHClFCF2CClF2 507-55-1 5.9 5.77 6.26 73.3 0.033 0.314 0.294 1930 557 159 133 103 L5, O3, R2

HCFC-225cc CHF2CF2CCl2F 13474-88-9 14.1 14.1 19 55.2 0.11 0.355 0.342 4280 1580 452 766 318 L12, O10, R9

HCFC-225da CClF2CHClCF3 431-86-7 16.3 16.3 19.5 100 0.071 0.313 0.303 4090 1620 463 914 343 L12, O10, R9

HCFC-225ea CClF2CHFCClF2 136013-79-1 15.3 15.3 18.1 98.7 0.068 0.35 0.339 4430 1700 486 900 351 L12, O10, R9

HCFC-225eb CCl2FCHFCF3 51346-64-6 13.4 13.4 17.7 54.8 0.105 0.299 0.288 3500 1270 362 579 251 L12, O10, R9

HCFC-226ba CHF2CClFCF3 422-57-1 17 17 19 161 0.019 0.278 0.27 4040 1630 468 963 354 L12, O10, R9

HCFC-226ca CHClFCF2CF3 422-55-9 5.47 5.48 5.8 98 0.013 0.28 0.26 1780 509 145 120 94 L12, O10, R9

HCFC-226cb CHF2CF2CClF2 431-87-8 21.6 21.6 24.7 174 0.022 0.351 0.342 5680 2610 753 1890 665 L12, O10, R9

HCFC-226da CF3CHClCF3 359-58-0 27.7 27.7 32.6 185 0.025 0.28 0.274 4960 2630 774 2230 842 L12, O10, R9

HCFC-226ea CClF2CHFCF3 51346-64-6 24.9 24.8 28.8 180 0.023 0.317 0.309 5400 2680 782 2140 773 L12, O10, R9

HCFC-231aa CHCl2CCl2CHClF – 0.799 0.805 0.839 20 0.022 0.173 0.122 101 28 8 6 5 L12, O10, R9

HCFC-231ab CH2ClCCl2CCl2F 1538604-29-3 1.61 1.61 1.73 23 0.042 0.212 0.173 285 79 23 18 14 L12, O10, R9

HCFC-231ac CH2FCCl2CCl3 – 2.33 2.32 2.55 26.2 0.058 0.173 0.148 351 98 28 22 18 L12, O10, R9

HCFC-231ba CHCl2CClFCHCl2 – 0.56 0.569 0.586 20 0.015 0.174 0.11 64 18 5 4 3 L12, O10, R9

HCFC-231bb CH2ClCClFCCl3 421-94-3 2.54 2.54 2.8 26.9 0.063 0.18 0.156 405 113 32 25 21 L12, O10, R9

HCFC-231da CHCl2CHClCCl2F 1538604-31-7 0.54 0.542 0.557 20 0.015 0.209 0.13 72 20 6 4 4 L12, O10, R9

HCFC-231db CHClFCHClCCl3 1943659-45-7 1.34 1.34 1.43 21.3 0.036 0.172 0.136 187 52 15 11 9 L12, O10, R9

HCFC-231ea CHCl2CHFCCl3 – 0.76 0.768 0.799 20 0.021 0.184 0.127 100 28 8 6 5 L12, O10, R9

HCFC-231fa CCl2FCH2CCl3 313696-58-1 6.26 6.26 7.71 33.2 0.143 0.206 0.193 1180 344 98 84 64 L12, O10, R9

HCFC-232aa CHClFCCl2CHClF – 1.65 1.65 1.77 245 0.036 0.208 0.17 309 86 24 19 16 L12, O10, R9

HCFC-232ab CHCl2CCl2CHF2 872817-81-7 1.01 1.02 1.07 20 0.024 0.188 0.14 157 44 12 10 8 L12, O10, R9

HCFC-232ac CH2ClCCl2CClF2 1538604-30-6 2.56 2.56 2.8 29.4 0.053 0.248 0.216 608 169 48 38 31 L12, O10, R9

HCFC-232ad CH2FCCl2CCl2F – 2.33 2.32 2.55 26.2 0.05 0.24 0.206 526 146 42 33 27 L12, O10, R9

HCFC-232ba CHCl2CClFCHClF – 0.99 0.989 1.04 20 0.023 0.213 0.157 171 48 14 10 9 L12, O10, R9

HCFC-232bb CH2ClCClFCCl2F 1943659-44-6 2.56 2.56 2.8 29.4 0.053 0.247 0.215 605 168 48 38 31 L12, O10, R9

HCFC-232bc CH2FCClFCCl3 – 3.64 3.63 4.14 29.7 0.075 0.219 0.197 782 219 62 50 40 L12, O10, R9
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A: Atmospheric Abundance
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O: Ozone Depletion Potential

R: Radiative Metrics

HCFC-223bc CHF2CClFCCl3 147728-32-3 10.6 10.6 15.1 35.7 0.185 0.254 0.242 2200 725 207 256 138 L12, O10, R9

HCFC-223ca CHCl2CF2CCl2F 422-52-6 1.38 1.38 1.47 21.6 0.029 0.29 0.23 323 90 26 20 16 L12, O10, R9

HCFC-223cb CHClFCF2CCl3 422-50-4 3.88 3.88 4.45 30.2 0.073 0.259 0.235 919 258 73 59 47 L12, O10, R9

HCFC-223da CCl2FCHClCClF2 431-83-4 6.48 6.48 7.86 37.1 0.111 0.321 0.301 1880 551 157 136 102 L12, O10, R9

HCFC-223db CCl3CHClCF3 431-81-2 6.47 6.47 8.02 33.4 0.117 0.245 0.229 1430 419 119 103 78 L12, O10, R9

HCFC-223ea CCl2FCHFCCl2F – 6.28 6.28 7.74 33.2 0.114 0.292 0.273 1660 485 138 118 90 L12, O10, R9

HCFC-223eb CCl3CHFCClF2 54002-59-4 6.46 6.47 8.02 33.4 0.117 0.271 0.254 1590 464 132 114 86 L12, O10, R9

HCFC-224aa CHClFCCl2CF3 139754-75-9 3.15 3.15 3.54 28.9 0.049 0.278 0.247 847 236 67 53 43 L12, O10, R9

HCFC-224ab CHF2CCl2CClF2 422-32-2 11.3 11.3 15.1 44.6 0.141 0.314 0.301 3060 1030 295 390 198 L12, O10, R9

HCFC-224ba CHCl2CClFCF3 422-47-9 1.39 1.39 1.47 24.5 0.023 0.268 0.213 324 90 26 20 16 L12, O10, R9

HCFC-224bb CHClFCClFCClF2 422-42-4 4.1 4.09 4.45 51.2 0.047 0.304 0.277 1230 344 98 79 63 L12, O10, R9

HCFC-224bc CHF2CClFCCl2F 139754-76-0 11.3 11.3 15.1 44.6 0.141 0.318 0.305 3100 1050 299 396 201 L12, O10, R9

HCFC-224ca CHCl2CF2CClF2 422-54-8 1.79 1.8 1.92 27.5 0.028 0.312 0.259 509 142 40 32 26 L12, O10, R9

HCFC-224cb CHClFCF2CCl2F 422-53-7 1.57 1.57 1.64 35 0.022 0.301 0.244 419 116 33 26 21 L12, O10, R9

HCFC-224cc CHF2CF2CCl3 422-51-5 12.5 12.5 19 36.7 0.174 0.322 0.31 3350 1180 336 498 229 L12, O10, R9

HCFC-224da CClF2CHClCClF2 431-85-6 10.4 10.4 12.3 67.1 0.096 0.36 0.344 3310 1090 310 376 206 L12, O10, R9

HCFC-224db CCl2FCHClCF3 431-84-5 9.39 9.4 12 43.4 0.119 0.298 0.284 2550 811 231 254 153 L12, O10, R9

HCFC-224ea CCl2FCHFCClF2 53063-53-9 9.16 9.15 11.6 43.3 0.117 0.324 0.308 2710 856 244 261 161 L12, O10, R9

HCFC-224eb CCl3CHFCF3 53063-52-8 8.88 8.9 11.9 35.3 0.126 0.247 0.234 2020 633 180 189 119 L12, O10, R9

HCFC-225aa CHF2CCl2CF3 128903-21-9 11.8 11.8 15.1 53.8 0.094 0.279 0.268 3030 1040 296 412 200 L12, O10, R9

HCFC-225ba CHClFCClFCF3 422-48-0 4.2 4.2 4.45 74.3 0.025 0.279 0.254 1250 350 100 80 64 L12, O10, R9

HCFC-225bb CHF2CClFCClF2 422-44-6 15.9 16 19 99.5 0.069 0.326 0.315 4210 1650 472 915 347 L12, O10, R9

HCFC-225ca CHCl2CF2CF3 422-56-0 1.9 1.9 2.03 31.5 0.025 0.262 0.22 494 137 39 31 25 L5, O3, R2

HCFC-225cb CHClFCF2CClF2 507-55-1 5.9 5.77 6.26 73.3 0.033 0.314 0.294 1930 557 159 133 103 L5, O3, R2

HCFC-225cc CHF2CF2CCl2F 13474-88-9 14.1 14.1 19 55.2 0.11 0.355 0.342 4280 1580 452 766 318 L12, O10, R9

HCFC-225da CClF2CHClCF3 431-86-7 16.3 16.3 19.5 100 0.071 0.313 0.303 4090 1620 463 914 343 L12, O10, R9

HCFC-225ea CClF2CHFCClF2 136013-79-1 15.3 15.3 18.1 98.7 0.068 0.35 0.339 4430 1700 486 900 351 L12, O10, R9

HCFC-225eb CCl2FCHFCF3 51346-64-6 13.4 13.4 17.7 54.8 0.105 0.299 0.288 3500 1270 362 579 251 L12, O10, R9

HCFC-226ba CHF2CClFCF3 422-57-1 17 17 19 161 0.019 0.278 0.27 4040 1630 468 963 354 L12, O10, R9

HCFC-226ca CHClFCF2CF3 422-55-9 5.47 5.48 5.8 98 0.013 0.28 0.26 1780 509 145 120 94 L12, O10, R9

HCFC-226cb CHF2CF2CClF2 431-87-8 21.6 21.6 24.7 174 0.022 0.351 0.342 5680 2610 753 1890 665 L12, O10, R9

HCFC-226da CF3CHClCF3 359-58-0 27.7 27.7 32.6 185 0.025 0.28 0.274 4960 2630 774 2230 842 L12, O10, R9

HCFC-226ea CClF2CHFCF3 51346-64-6 24.9 24.8 28.8 180 0.023 0.317 0.309 5400 2680 782 2140 773 L12, O10, R9

HCFC-231aa CHCl2CCl2CHClF – 0.799 0.805 0.839 20 0.022 0.173 0.122 101 28 8 6 5 L12, O10, R9

HCFC-231ab CH2ClCCl2CCl2F 1538604-29-3 1.61 1.61 1.73 23 0.042 0.212 0.173 285 79 23 18 14 L12, O10, R9

HCFC-231ac CH2FCCl2CCl3 – 2.33 2.32 2.55 26.2 0.058 0.173 0.148 351 98 28 22 18 L12, O10, R9

HCFC-231ba CHCl2CClFCHCl2 – 0.56 0.569 0.586 20 0.015 0.174 0.11 64 18 5 4 3 L12, O10, R9

HCFC-231bb CH2ClCClFCCl3 421-94-3 2.54 2.54 2.8 26.9 0.063 0.18 0.156 405 113 32 25 21 L12, O10, R9

HCFC-231da CHCl2CHClCCl2F 1538604-31-7 0.54 0.542 0.557 20 0.015 0.209 0.13 72 20 6 4 4 L12, O10, R9

HCFC-231db CHClFCHClCCl3 1943659-45-7 1.34 1.34 1.43 21.3 0.036 0.172 0.136 187 52 15 11 9 L12, O10, R9

HCFC-231ea CHCl2CHFCCl3 – 0.76 0.768 0.799 20 0.021 0.184 0.127 100 28 8 6 5 L12, O10, R9

HCFC-231fa CCl2FCH2CCl3 313696-58-1 6.26 6.26 7.71 33.2 0.143 0.206 0.193 1180 344 98 84 64 L12, O10, R9

HCFC-232aa CHClFCCl2CHClF – 1.65 1.65 1.77 245 0.036 0.208 0.17 309 86 24 19 16 L12, O10, R9

HCFC-232ab CHCl2CCl2CHF2 872817-81-7 1.01 1.02 1.07 20 0.024 0.188 0.14 157 44 12 10 8 L12, O10, R9

HCFC-232ac CH2ClCCl2CClF2 1538604-30-6 2.56 2.56 2.8 29.4 0.053 0.248 0.216 608 169 48 38 31 L12, O10, R9

HCFC-232ad CH2FCCl2CCl2F – 2.33 2.32 2.55 26.2 0.05 0.24 0.206 526 146 42 33 27 L12, O10, R9

HCFC-232ba CHCl2CClFCHClF – 0.99 0.989 1.04 20 0.023 0.213 0.157 171 48 14 10 9 L12, O10, R9

HCFC-232bb CH2ClCClFCCl2F 1943659-44-6 2.56 2.56 2.8 29.4 0.053 0.247 0.215 605 168 48 38 31 L12, O10, R9

HCFC-232bc CH2FCClFCCl3 – 3.64 3.63 4.14 29.7 0.075 0.219 0.197 782 219 62 50 40 L12, O10, R9
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HCFC-232ca CHCl2CF2CHCl2 1112-14-7 0.7 0.711 0.737 20 0.017 0.185 0.125 98 27 8 6 5 L12, O10, R9

HCFC-232cb CH2ClCF2CCl3 677-54-3 4.47 4.46 5.21 31.2 0.09 0.223 0.204 987 278 79 64 51 L12, O10, R9

HCFC-232da CHCl2CHClCClF2 67879-59-8 0.82 0.824 0.859 20 0.019 0.244 0.172 156 43 12 10 8 L12, O10, R9

HCFC-232db CHClFCHClCCl2F 1943659-46-8 1.51 1.51 1.61 24 0.033 0.24 0.193 321 89 25 20 16 L12, O10, R9

HCFC-232dc CHF2CHClCCl3 – 2.83 2.83 3.15 27.8 0.06 0.204 0.179 556 155 44 35 28 L12, O10, R9

HCFC-232ea CHCl2CHFCCl2F – 0.83 0.836 0.872 20 0.019 0.224 0.159 146 41 12 9 7 L12, O10, R9

HCFC-232eb CHClFCHFCCl3 – 2.04 2.04 2.22 25.1 0.045 0.209 0.176 395 110 31 25 20 L12, O10, R9

HCFC-232fa CCl2FCH2CCl2F 313696-57-0 9.23 9.22 12.5 35.2 0.176 0.269 0.256 2280 722 206 222 136 L12, O10, R9

HCFC-232fb CCl3CH2CClF2 460-89-9 10.2 10.2 14.4 35.6 0.194 0.247 0.236 2260 736 210 250 140 L12, O10, R9

HCFC-233aa CHClFCCl2CHF2 – 2.63 2.63 2.87 31.6 0.043 0.208 0.182 569 158 45 36 29 L12, O10, R9

HCFC-233ab CH2ClCCl2CF3 7125-83-9 2.57 2.57 2.8 31.4 0.042 0.221 0.192 587 163 47 37 30 L12, O10, R9

HCFC-233ac CH2FCCl2CClF2 – 3.71 3.7 4.14 35.2 0.057 0.277 0.25 1090 306 87 69 56 L12, O10, R9

HCFC-233ba CHClFCClFCHClF – 2.1 2.11 2.23 37.8 0.031 0.233 0.198 497 138 39 31 25 L12, O10, R9

HCFC-233bb CHCl2CClFCHF2 13058-99-6 1.27 1.27 1.34 23.3 0.023 0.216 0.168 254 71 20 16 13 L12, O10, R9

HCFC-233bc CH2ClCClFCClF2 421-95-4 4.75 4.75 5.21 53.3 0.057 0.276 0.254 1410 399 114 92 73 L12, O10, R9

HCFC-233bd CH2FCClFCCl2F – 3.71 3.7 4.14 35.2 0.057 0.278 0.251 1100 307 88 70 56 L12, O10, R9

HCFC-233ca CHCl2CF2CHClF 131221-36-8 1.27 1.27 1.34 23.3 0.023 0.218 0.17 257 71 20 16 13 L12, O10, R9

HCFC-233cb CH2ClCF2CCl2F 421-99-8 4.57 4.57 5.21 37.3 0.069 0.268 0.246 1320 372 106 86 68 L12, O10, R9

HCFC-233cc CH2FCF2CCl3 131211-71-7 6.26 6.26 7.71 33.2 0.1 0.258 0.242 1720 501 143 122 93 L12, O10, R9

HCFC-233da CHCl2CHClCF3 431-51-6 0.896 0.897 0.939 20 0.017 0.196 0.142 152 42 12 9 8 L12, O10, R9

HCFC-233db CHClFCHClCClF2 1943659-38-8 2.37 2.37 2.52 40.1 0.034 0.269 0.232 654 182 52 41 33 L12, O10, R9

HCFC-233dc CHF2CHClCCl2F – 3.55 3.56 3.96 34.8 0.055 0.266 0.239 1010 282 80 64 51 L12, O10, R9

HCFC-233ea CHCl2CHFCClF2 – 0.982 0.981 1.03 20.4 0.019 0.239 0.177 207 57 16 13 10 L12, O10, R9

HCFC-233eb CHClFCHFCCl2F 54377-32-1 2.32 2.32 2.51 30.2 0.038 0.25 0.215 593 165 47 37 30 L12, O10, R9

HCFC-233ec CHF2CHFCCl3 54306-56-8 4.13 4.13 4.77 30.6 0.068 0.254 0.23 1120 314 90 72 58 L12, O10, R9

HCFC-233fa CCl2FCH2CClF2 333-26-6 15.4 15.4 23.3 45.7 0.207 0.327 0.316 4170 1610 459 856 333 L12, O10, R9

HCFC-233fb CCl3CH2CF3 7125-84-0 16.4 16.4 29.3 37.3 0.247 0.21 0.204 2780 1100 316 628 235 L12, O10, R9

HCFC-234aa CHF2CCl2CHF2 17705-30-5 6.51 6.51 7.54 47.4 0.062 0.211 0.198 1590 464 132 115 86 L12, O10, R9

HCFC-234ab CH2FCCl2CF3 149329-24-8 3.76 3.76 4.14 40.8 0.039 0.238 0.215 1040 291 83 66 53 L12, O10, R9

HCFC-234ba CHClFCClFCHF2 425-94-5 3.39 3.4 3.61 56.9 0.028 0.237 0.212 930 260 74 59 47 L12, O10, R9

HCFC-234bb CH2ClCClFCF3 149329-25-9 4.84 4.83 5.21 67 0.035 0.234 0.216 1330 376 107 87 69 L12, O10, R9

HCFC-234bc CH2FCClFCClF2 149329-26-0 7.01 7.01 7.71 77.3 0.045 0.292 0.275 2340 695 198 177 129 L12, O10, R9

HCFC-234ca CHClFCF2CHClF 70341-81-0 2.74 2.74 2.9 51 0.025 0.23 0.202 716 199 57 45 36 L12, O10, R9

HCFC-234cb CHCl2CF2CHF2 4071-01-6 1.65 1.64 1.74 29.2 0.02 0.24 0.196 417 116 33 26 21 L12, O10, R9

HCFC-234cc CH2ClCF2CClF2 422-00-5 9.46 9.43 10.6 85.1 0.054 0.278 0.265 2830 900 257 283 170 L12, O10, R9

HCFC-234cd CH2FCF2CCl2F 70192-63-1 6.64 6.64 7.71 47.6 0.063 0.297 0.278 2260 665 190 166 123 L12, O10, R9

HCFC-234da CHClFCHClCF3 146916-90-7 2.67 2.67 2.82 50.3 0.024 0.234 0.204 705 196 56 44 36 L12, O10, R9

HCFC-234db CHF2CHClCClF2 1945188-10-2 5.69 5.69 6.18 71.6 0.039 0.289 0.268 1910 550 157 131 101 L12, O10, R9

HCFC-234ea CHCl2CHFCF3 53063-54-0 1.06 1.06 1.11 23.1 0.014 0.213 0.16 220 61 17 14 11 L12, O10, R9

HCFC-234eb CHClFCHFCClF2 139754-77-1 2.88 2.87 3.04 52.4 0.026 0.268 0.236 876 244 70 55 44 L12, O10, R9

HCFC-234ec CHF2CHFCCl2F – 5.32 5.33 6.04 45.1 0.052 0.293 0.272 1830 522 149 123 96 L12, O10, R9

HCFC-234fa CClF2CH2CClF2 76140-39-1 31 31 43.4 108 0.132 0.353 0.346 6540 3700 1100 3300 1320 L12, O10, R9

HCFC-234fb CCl2FCH2CF3 64712-27-2 45 37 97.8 59.7 0.35 0.272 0.267 5290 3310 1020 3140 1400 L2, O9, R9

HCFC-235ba CHF2CClFCHF2 144429-90-3 8.8 8.81 9.5 121 0.018 0.235 0.223 2490 777 222 230 146 L12, O10, R9

HCFC-235bb CH2FCClFCF3 230956-35-1 7.21 7.2 7.71 110 0.017 0.254 0.239 2280 681 194 176 127 L12, O10, R9

HCFC-235ca CH2ClCF2CF3 28103-66-4 9.82 9.78 10.6 126 0.018 0.223 0.212 2550 820 234 266 155 L12, O10, R9

HCFC-235cb CHClFCF2CHF2 422-02-6 4.45 4.45 4.7 85.2 0.014 0.255 0.2331 1450 410 117 94 75 L12, O10, R9

HCFC-235cc CH2FCF2CClF2 679-99-2 14.2 14.2 15.7 146 0.021 0.289 0.279 4220 1560 447 764 315 L12, O10, R9

HCFC-235da CHF2CHClCF3 134251-06-2 7.55 7.55 8.09 112 0.017 0.244 0.23 2280 687 196 182 128 L12, O10, R9
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HCFC-232ca CHCl2CF2CHCl2 1112-14-7 0.7 0.711 0.737 20 0.017 0.185 0.125 98 27 8 6 5 L12, O10, R9

HCFC-232cb CH2ClCF2CCl3 677-54-3 4.47 4.46 5.21 31.2 0.09 0.223 0.204 987 278 79 64 51 L12, O10, R9

HCFC-232da CHCl2CHClCClF2 67879-59-8 0.82 0.824 0.859 20 0.019 0.244 0.172 156 43 12 10 8 L12, O10, R9

HCFC-232db CHClFCHClCCl2F 1943659-46-8 1.51 1.51 1.61 24 0.033 0.24 0.193 321 89 25 20 16 L12, O10, R9

HCFC-232dc CHF2CHClCCl3 – 2.83 2.83 3.15 27.8 0.06 0.204 0.179 556 155 44 35 28 L12, O10, R9

HCFC-232ea CHCl2CHFCCl2F – 0.83 0.836 0.872 20 0.019 0.224 0.159 146 41 12 9 7 L12, O10, R9

HCFC-232eb CHClFCHFCCl3 – 2.04 2.04 2.22 25.1 0.045 0.209 0.176 395 110 31 25 20 L12, O10, R9

HCFC-232fa CCl2FCH2CCl2F 313696-57-0 9.23 9.22 12.5 35.2 0.176 0.269 0.256 2280 722 206 222 136 L12, O10, R9

HCFC-232fb CCl3CH2CClF2 460-89-9 10.2 10.2 14.4 35.6 0.194 0.247 0.236 2260 736 210 250 140 L12, O10, R9

HCFC-233aa CHClFCCl2CHF2 – 2.63 2.63 2.87 31.6 0.043 0.208 0.182 569 158 45 36 29 L12, O10, R9

HCFC-233ab CH2ClCCl2CF3 7125-83-9 2.57 2.57 2.8 31.4 0.042 0.221 0.192 587 163 47 37 30 L12, O10, R9

HCFC-233ac CH2FCCl2CClF2 – 3.71 3.7 4.14 35.2 0.057 0.277 0.25 1090 306 87 69 56 L12, O10, R9

HCFC-233ba CHClFCClFCHClF – 2.1 2.11 2.23 37.8 0.031 0.233 0.198 497 138 39 31 25 L12, O10, R9

HCFC-233bb CHCl2CClFCHF2 13058-99-6 1.27 1.27 1.34 23.3 0.023 0.216 0.168 254 71 20 16 13 L12, O10, R9

HCFC-233bc CH2ClCClFCClF2 421-95-4 4.75 4.75 5.21 53.3 0.057 0.276 0.254 1410 399 114 92 73 L12, O10, R9

HCFC-233bd CH2FCClFCCl2F – 3.71 3.7 4.14 35.2 0.057 0.278 0.251 1100 307 88 70 56 L12, O10, R9

HCFC-233ca CHCl2CF2CHClF 131221-36-8 1.27 1.27 1.34 23.3 0.023 0.218 0.17 257 71 20 16 13 L12, O10, R9

HCFC-233cb CH2ClCF2CCl2F 421-99-8 4.57 4.57 5.21 37.3 0.069 0.268 0.246 1320 372 106 86 68 L12, O10, R9

HCFC-233cc CH2FCF2CCl3 131211-71-7 6.26 6.26 7.71 33.2 0.1 0.258 0.242 1720 501 143 122 93 L12, O10, R9

HCFC-233da CHCl2CHClCF3 431-51-6 0.896 0.897 0.939 20 0.017 0.196 0.142 152 42 12 9 8 L12, O10, R9

HCFC-233db CHClFCHClCClF2 1943659-38-8 2.37 2.37 2.52 40.1 0.034 0.269 0.232 654 182 52 41 33 L12, O10, R9

HCFC-233dc CHF2CHClCCl2F – 3.55 3.56 3.96 34.8 0.055 0.266 0.239 1010 282 80 64 51 L12, O10, R9

HCFC-233ea CHCl2CHFCClF2 – 0.982 0.981 1.03 20.4 0.019 0.239 0.177 207 57 16 13 10 L12, O10, R9

HCFC-233eb CHClFCHFCCl2F 54377-32-1 2.32 2.32 2.51 30.2 0.038 0.25 0.215 593 165 47 37 30 L12, O10, R9

HCFC-233ec CHF2CHFCCl3 54306-56-8 4.13 4.13 4.77 30.6 0.068 0.254 0.23 1120 314 90 72 58 L12, O10, R9

HCFC-233fa CCl2FCH2CClF2 333-26-6 15.4 15.4 23.3 45.7 0.207 0.327 0.316 4170 1610 459 856 333 L12, O10, R9

HCFC-233fb CCl3CH2CF3 7125-84-0 16.4 16.4 29.3 37.3 0.247 0.21 0.204 2780 1100 316 628 235 L12, O10, R9

HCFC-234aa CHF2CCl2CHF2 17705-30-5 6.51 6.51 7.54 47.4 0.062 0.211 0.198 1590 464 132 115 86 L12, O10, R9

HCFC-234ab CH2FCCl2CF3 149329-24-8 3.76 3.76 4.14 40.8 0.039 0.238 0.215 1040 291 83 66 53 L12, O10, R9

HCFC-234ba CHClFCClFCHF2 425-94-5 3.39 3.4 3.61 56.9 0.028 0.237 0.212 930 260 74 59 47 L12, O10, R9

HCFC-234bb CH2ClCClFCF3 149329-25-9 4.84 4.83 5.21 67 0.035 0.234 0.216 1330 376 107 87 69 L12, O10, R9

HCFC-234bc CH2FCClFCClF2 149329-26-0 7.01 7.01 7.71 77.3 0.045 0.292 0.275 2340 695 198 177 129 L12, O10, R9

HCFC-234ca CHClFCF2CHClF 70341-81-0 2.74 2.74 2.9 51 0.025 0.23 0.202 716 199 57 45 36 L12, O10, R9

HCFC-234cb CHCl2CF2CHF2 4071-01-6 1.65 1.64 1.74 29.2 0.02 0.24 0.196 417 116 33 26 21 L12, O10, R9

HCFC-234cc CH2ClCF2CClF2 422-00-5 9.46 9.43 10.6 85.1 0.054 0.278 0.265 2830 900 257 283 170 L12, O10, R9

HCFC-234cd CH2FCF2CCl2F 70192-63-1 6.64 6.64 7.71 47.6 0.063 0.297 0.278 2260 665 190 166 123 L12, O10, R9

HCFC-234da CHClFCHClCF3 146916-90-7 2.67 2.67 2.82 50.3 0.024 0.234 0.204 705 196 56 44 36 L12, O10, R9

HCFC-234db CHF2CHClCClF2 1945188-10-2 5.69 5.69 6.18 71.6 0.039 0.289 0.268 1910 550 157 131 101 L12, O10, R9

HCFC-234ea CHCl2CHFCF3 53063-54-0 1.06 1.06 1.11 23.1 0.014 0.213 0.16 220 61 17 14 11 L12, O10, R9

HCFC-234eb CHClFCHFCClF2 139754-77-1 2.88 2.87 3.04 52.4 0.026 0.268 0.236 876 244 70 55 44 L12, O10, R9

HCFC-234ec CHF2CHFCCl2F – 5.32 5.33 6.04 45.1 0.052 0.293 0.272 1830 522 149 123 96 L12, O10, R9

HCFC-234fa CClF2CH2CClF2 76140-39-1 31 31 43.4 108 0.132 0.353 0.346 6540 3700 1100 3300 1320 L12, O10, R9

HCFC-234fb CCl2FCH2CF3 64712-27-2 45 37 97.8 59.7 0.35 0.272 0.267 5290 3310 1020 3140 1400 L2, O9, R9

HCFC-235ba CHF2CClFCHF2 144429-90-3 8.8 8.81 9.5 121 0.018 0.235 0.223 2490 777 222 230 146 L12, O10, R9

HCFC-235bb CH2FCClFCF3 230956-35-1 7.21 7.2 7.71 110 0.017 0.254 0.239 2280 681 194 176 127 L12, O10, R9

HCFC-235ca CH2ClCF2CF3 28103-66-4 9.82 9.78 10.6 126 0.018 0.223 0.212 2550 820 234 266 155 L12, O10, R9

HCFC-235cb CHClFCF2CHF2 422-02-6 4.45 4.45 4.7 85.2 0.014 0.255 0.2331 1450 410 117 94 75 L12, O10, R9

HCFC-235cc CH2FCF2CClF2 679-99-2 14.2 14.2 15.7 146 0.021 0.289 0.279 4220 1560 447 764 315 L12, O10, R9

HCFC-235da CHF2CHClCF3 134251-06-2 7.55 7.55 8.09 112 0.017 0.244 0.23 2280 687 196 182 128 L12, O10, R9
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HCFC-235ea CHClFCHFCF3 134251-06-2 7.36 7.36 7.88 111 0.017 0.244 0.229 2230 667 190 174 124 L12, O10, R9

HCFC-235eb CHF2CHFCClF2 162102-07-0 3.18 3.18 3.33 69.4 0.012 0.305 0.272 1230 342 98 77 62 L12, O10, R9

HCFC-235fa CClF2CH2CF3 677-55-4 61.7 61.8 88.6 204 0.051 0.306 0.302 7250 5880 2110 6120 3770 L12, O10, R9

HCFC-241aa CH2ClCCl2CHClF – 1.43 1.43 1.52 23.5 0.035 0.139 0.111 190 53 15 12 10 L12, O10, R9

HCFC-241ab CH2FCCl2CHCl2 – 0.77 0.772 0.803 20 0.02 0.13 0.0902 84 23 7 5 4 L12, O10, R9

HCFC-241ac CH3CCl2CCl2F 7126-06-9 5.18 5.18 6.18 32.1 0.112 0.201 0.186 1130 321 92 75 59 L12, O10, R9

HCFC-241ba CH2ClCClFCHCl2 3175-26-6 0.79 0.793 0.826 20 0.02 0.168 0.118 112 31 9 7 6 L12, O10, R9

HCFC-241bb CH3CClFCCl3 3175-25-5 7.76 7.74 10 34.3 0.163 0.197 0.186 1590 480 137 129 90 L12, O10, R9

HCFC-241da CHCl2CHClCHClF 21981-25-9 0.56 0.565 0.581 20 0.014 0.151 0.0952 65 18 5 4 3 L12, O10, R9

HCFC-241db CH2ClCHClCCl2F 666-27-3 0.53 0.534 0.549 20 0.014 0.184 0.114 73 20 6 4 4 L12, O10, R9

HCFC-241dc CH2FCHClCCl3 84816-05-7 0.75 0.756 0.786 20 0.019 0.159 0.11 100 28 8 6 5 L12, O10, R9

HCFC-241ea CHCl2CHFCHCl2 – 0.42 0.42 0.429 20 0.011 0.138 0.0778 39 11 3 2 2 L12, O10, R9

HCFC-241eb CH2ClCHFCCl3 – 1.05 1.05 1.11 20 0.027 0.159 0.119 150 42 12 9 8 L12, O10, R9

HCFC-241fa CHCl2CH2CCl2F 175897-94-6 0.53 0.54 0.555 20 0.014 0.173 0.107 69 19 5 4 3 L12, O10, R9

HCFC-241fb CHClFCH2CCl3 23153-22-2 1.48 1.48 1.59 22.2 0.037 0.176 0.1417 252 70 20 16 13 L12, O10, R9

HCFC-242aa CHF2CCl2CH2Cl – 2.13 2.12 2.29 29.3 0.039 0.151 0.128 355 99 28 22 18 L12, O10, R9

HCFC-242ab CH2FCCl2CHClF – 1.78 1.78 1.91 27.2 0.034 0.153 0.127 296 82 23 18 15 L12, O10, R9

HCFC-242ac CH3CCl2CClF2 7126-05-8 8.09 8.08 10 41.9 0.125 0.236 0.224 2150 658 188 182 123 L12, O10, R9

HCFC-242ba CHClFCClFCH2Cl 7164-14-9 1.99 2 2.11 36.7 0.033 0.176 0.148 387 108 31 24 20 L12, O10, R9

HCFC-242bb CHCl2CClFCH2F – 1.03 1.04 1.09 21 0.021 0.174 0.13 177 49 14 11 9 L12, O10, R9

HCFC-242bc CH3CClFCCl2F 7126-04-7 8.09 8.08 10 41.9 0.125 0.252 0.239 2300 702 200 194 131 L12, O10, R9

HCFC-242ca CHCl2CF2CH2Cl – 1.09 1.09 1.15 21.6 0.022 0.185 0.14 200 55 16 12 10 L12, O10, R9

HCFC-242cb CH3CF2CCl3 1112-05-6 12.3 12.3 18.7 36.3 0.206 0.258 0.248 3180 1110 316 460 215 L12, O10, R9

HCFC-242da CHClFCHClCHClF – 1.32 1.32 1.38 29.2 0.024 0.179 0.141 243 68 19 15 12 L12, O10, R9

HCFC-242db CHCl2CHClCHF2 1980063-50-0 0.73 0.733 0.761 20 0.015 0.169 0.116 111 31 9 7 6 L12, O10, R9

HCFC-242dc CH2ClCHClCClF2 431-24-3 1.2 1.2 1.25 27.6 0.023 0.214 0.165 259 72 21 16 13 L12, O10, R9

HCFC-242dd CH2FCHClCCl2F – 0.83 0.835 0.871 20 0.017 0.217 0.154 168 47 13 10 8 L12, O10, R9

HCFC-242ea CHCl2CHFCHClF 2106760-91-0 0.72 0.728 0.756 20 0.015 0.17 0.116 111 31 9 7 6 L12, O10, R9

HCFC-242eb CH2ClCHFCCl2F – 1.24 1.24 1.31 23 0.025 0.207 0.161 261 73 21 16 13 L12, O10, R9

HCFC-242ec CH2FCHFCCl3 – 1.7 1.71 1.84 23.5 0.034 0.205 0.169 378 105 30 23 19 L12, O10, R9

HCFC-242fa CHCl2CH2CClF2 460-63-9 0.74 0.74 0.768 20 0.015 0.214 0.147 142 40 11 9 7 L12, O10, R9

HCFC-242fb CHClFCH2CCl2F 175897-95-7 1.61 1.6 1.71 26.1 0.031 0.239 0.195 408 113 32 25 21 L12, O10, R9

HCFC-242fc CHF2CH2CCl3 213248-60-3 4.14 4.14 4.78 30.6 0.075 0.21 0.191 1020 287 82 66 53 L12, O10, R9

HCFC-243aa CHF2CCl2CH2F 155329-34-3 2.99 2.99 3.25 37.3 0.036 0.171 0.151 647 180 51 41 33 L12, O10, R9

HCFC-243ab CH3CCl2CF3 7126-01-4 8.33 8.32 10 49.3 0.085 0.216 0.204 2200 677 193 191 127 L12, O10, R9

HCFC-243ba CHF2CClFCH2Cl – 3.63 3.64 3.88 58 0.033 0.161 0.145 753 211 60 48 39 L12, O10, R9

HCFC-243bb CHFClCClFCH2F 1379241-46-9 2.67 2.67 2.82 49.7 0.027 0.179 0.156 597 166 47 37 30 L12, O10, R9

HCFC-243bc CH3CClFCF2Cl 7126-00-3 15.6 15.6 18.7 94.2 0.088 0.269 0.26 4170 1620 462 873 336 L12, O10, R9

HCFC-243ca CH2ClCF2CHClF 67406-68-2 2.89 2.96 3.14 52.4 0.035 0.204 0.18 763 213 61 48 39 L12, O10, R9

HCFC-243cb CHCl2CF2CH2F 70192-70-0 1.46 1.46 1.54 27.3 0.02 0.181 0.145 304 85 24 19 15 L12, O10, R9

HCFC-243cc CH3CF2CFCl2 7125-99-7 18 18.2 27.1 55.3 0.19 0.293 0.285 4920 2060 591 1300 464 L2, O9, R9

HCFC-243da CHF2CHClCHFCl 338-75-0 1.97 1.97 2.07 41.9 0.022 0.189 0.159 450 125 36 28 23 L12, O10, R9

HCFC-243db CH2ClCHClCF3 338-75-0 1.44 1.45 1.51 34.5 0.018 0.174 0.139 290 80 23 18 15 L12, O10, R9

HCFC-243dc CH2FCHClCF2Cl 199171-49-8 2.03 2.03 2.13 42.6 0.023 0.236 0.199 580 161 46 36 29 L12, O10, R9

HCFC-243ea CHFClCHFCHFCl 151771-08-3 1.57 1.57 1.64 36.3 0.019 0.207 0.168 379 105 30 23 19 L12, O10, R9

HCFC-243eb CHCl2CHFCHF2 1081835-90-6 0.9 0.898 0.938 20.8 0.014 0.192 0.139 179 50 14 11 9 L12, O10, R9

HCFC-243ec CH2ClCHFCF2Cl 149329-27-1 1.7 1.7 1.78 38.3 0.02 0.214 0.176 430 119 34 27 22 L12, O10, R9

HCFC-243ed CH2FCHFCFCl2 – 2.03 2.03 2.17 31.9 0.026 0.248 0.209 609 169 48 38 31 L12, O10, R9

HCFC-243fa CHCl2CH2CF3 460-69-5 0.78 0.781 0.813 20 0.012 0.174 0.122 137 38 11 8 7 L12, O10, R9
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HCFC-235ea CHClFCHFCF3 134251-06-2 7.36 7.36 7.88 111 0.017 0.244 0.229 2230 667 190 174 124 L12, O10, R9

HCFC-235eb CHF2CHFCClF2 162102-07-0 3.18 3.18 3.33 69.4 0.012 0.305 0.272 1230 342 98 77 62 L12, O10, R9

HCFC-235fa CClF2CH2CF3 677-55-4 61.7 61.8 88.6 204 0.051 0.306 0.302 7250 5880 2110 6120 3770 L12, O10, R9

HCFC-241aa CH2ClCCl2CHClF – 1.43 1.43 1.52 23.5 0.035 0.139 0.111 190 53 15 12 10 L12, O10, R9

HCFC-241ab CH2FCCl2CHCl2 – 0.77 0.772 0.803 20 0.02 0.13 0.0902 84 23 7 5 4 L12, O10, R9

HCFC-241ac CH3CCl2CCl2F 7126-06-9 5.18 5.18 6.18 32.1 0.112 0.201 0.186 1130 321 92 75 59 L12, O10, R9

HCFC-241ba CH2ClCClFCHCl2 3175-26-6 0.79 0.793 0.826 20 0.02 0.168 0.118 112 31 9 7 6 L12, O10, R9

HCFC-241bb CH3CClFCCl3 3175-25-5 7.76 7.74 10 34.3 0.163 0.197 0.186 1590 480 137 129 90 L12, O10, R9

HCFC-241da CHCl2CHClCHClF 21981-25-9 0.56 0.565 0.581 20 0.014 0.151 0.0952 65 18 5 4 3 L12, O10, R9

HCFC-241db CH2ClCHClCCl2F 666-27-3 0.53 0.534 0.549 20 0.014 0.184 0.114 73 20 6 4 4 L12, O10, R9

HCFC-241dc CH2FCHClCCl3 84816-05-7 0.75 0.756 0.786 20 0.019 0.159 0.11 100 28 8 6 5 L12, O10, R9

HCFC-241ea CHCl2CHFCHCl2 – 0.42 0.42 0.429 20 0.011 0.138 0.0778 39 11 3 2 2 L12, O10, R9

HCFC-241eb CH2ClCHFCCl3 – 1.05 1.05 1.11 20 0.027 0.159 0.119 150 42 12 9 8 L12, O10, R9

HCFC-241fa CHCl2CH2CCl2F 175897-94-6 0.53 0.54 0.555 20 0.014 0.173 0.107 69 19 5 4 3 L12, O10, R9

HCFC-241fb CHClFCH2CCl3 23153-22-2 1.48 1.48 1.59 22.2 0.037 0.176 0.1417 252 70 20 16 13 L12, O10, R9

HCFC-242aa CHF2CCl2CH2Cl – 2.13 2.12 2.29 29.3 0.039 0.151 0.128 355 99 28 22 18 L12, O10, R9

HCFC-242ab CH2FCCl2CHClF – 1.78 1.78 1.91 27.2 0.034 0.153 0.127 296 82 23 18 15 L12, O10, R9

HCFC-242ac CH3CCl2CClF2 7126-05-8 8.09 8.08 10 41.9 0.125 0.236 0.224 2150 658 188 182 123 L12, O10, R9

HCFC-242ba CHClFCClFCH2Cl 7164-14-9 1.99 2 2.11 36.7 0.033 0.176 0.148 387 108 31 24 20 L12, O10, R9

HCFC-242bb CHCl2CClFCH2F – 1.03 1.04 1.09 21 0.021 0.174 0.13 177 49 14 11 9 L12, O10, R9

HCFC-242bc CH3CClFCCl2F 7126-04-7 8.09 8.08 10 41.9 0.125 0.252 0.239 2300 702 200 194 131 L12, O10, R9

HCFC-242ca CHCl2CF2CH2Cl – 1.09 1.09 1.15 21.6 0.022 0.185 0.14 200 55 16 12 10 L12, O10, R9

HCFC-242cb CH3CF2CCl3 1112-05-6 12.3 12.3 18.7 36.3 0.206 0.258 0.248 3180 1110 316 460 215 L12, O10, R9

HCFC-242da CHClFCHClCHClF – 1.32 1.32 1.38 29.2 0.024 0.179 0.141 243 68 19 15 12 L12, O10, R9

HCFC-242db CHCl2CHClCHF2 1980063-50-0 0.73 0.733 0.761 20 0.015 0.169 0.116 111 31 9 7 6 L12, O10, R9

HCFC-242dc CH2ClCHClCClF2 431-24-3 1.2 1.2 1.25 27.6 0.023 0.214 0.165 259 72 21 16 13 L12, O10, R9

HCFC-242dd CH2FCHClCCl2F – 0.83 0.835 0.871 20 0.017 0.217 0.154 168 47 13 10 8 L12, O10, R9

HCFC-242ea CHCl2CHFCHClF 2106760-91-0 0.72 0.728 0.756 20 0.015 0.17 0.116 111 31 9 7 6 L12, O10, R9

HCFC-242eb CH2ClCHFCCl2F – 1.24 1.24 1.31 23 0.025 0.207 0.161 261 73 21 16 13 L12, O10, R9

HCFC-242ec CH2FCHFCCl3 – 1.7 1.71 1.84 23.5 0.034 0.205 0.169 378 105 30 23 19 L12, O10, R9

HCFC-242fa CHCl2CH2CClF2 460-63-9 0.74 0.74 0.768 20 0.015 0.214 0.147 142 40 11 9 7 L12, O10, R9

HCFC-242fb CHClFCH2CCl2F 175897-95-7 1.61 1.6 1.71 26.1 0.031 0.239 0.195 408 113 32 25 21 L12, O10, R9

HCFC-242fc CHF2CH2CCl3 213248-60-3 4.14 4.14 4.78 30.6 0.075 0.21 0.191 1020 287 82 66 53 L12, O10, R9

HCFC-243aa CHF2CCl2CH2F 155329-34-3 2.99 2.99 3.25 37.3 0.036 0.171 0.151 647 180 51 41 33 L12, O10, R9

HCFC-243ab CH3CCl2CF3 7126-01-4 8.33 8.32 10 49.3 0.085 0.216 0.204 2200 677 193 191 127 L12, O10, R9

HCFC-243ba CHF2CClFCH2Cl – 3.63 3.64 3.88 58 0.033 0.161 0.145 753 211 60 48 39 L12, O10, R9

HCFC-243bb CHFClCClFCH2F 1379241-46-9 2.67 2.67 2.82 49.7 0.027 0.179 0.156 597 166 47 37 30 L12, O10, R9

HCFC-243bc CH3CClFCF2Cl 7126-00-3 15.6 15.6 18.7 94.2 0.088 0.269 0.26 4170 1620 462 873 336 L12, O10, R9

HCFC-243ca CH2ClCF2CHClF 67406-68-2 2.89 2.96 3.14 52.4 0.035 0.204 0.18 763 213 61 48 39 L12, O10, R9

HCFC-243cb CHCl2CF2CH2F 70192-70-0 1.46 1.46 1.54 27.3 0.02 0.181 0.145 304 85 24 19 15 L12, O10, R9

HCFC-243cc CH3CF2CFCl2 7125-99-7 18 18.2 27.1 55.3 0.19 0.293 0.285 4920 2060 591 1300 464 L2, O9, R9

HCFC-243da CHF2CHClCHFCl 338-75-0 1.97 1.97 2.07 41.9 0.022 0.189 0.159 450 125 36 28 23 L12, O10, R9

HCFC-243db CH2ClCHClCF3 338-75-0 1.44 1.45 1.51 34.5 0.018 0.174 0.139 290 80 23 18 15 L12, O10, R9

HCFC-243dc CH2FCHClCF2Cl 199171-49-8 2.03 2.03 2.13 42.6 0.023 0.236 0.199 580 161 46 36 29 L12, O10, R9

HCFC-243ea CHFClCHFCHFCl 151771-08-3 1.57 1.57 1.64 36.3 0.019 0.207 0.168 379 105 30 23 19 L12, O10, R9

HCFC-243eb CHCl2CHFCHF2 1081835-90-6 0.9 0.898 0.938 20.8 0.014 0.192 0.139 179 50 14 11 9 L12, O10, R9

HCFC-243ec CH2ClCHFCF2Cl 149329-27-1 1.7 1.7 1.78 38.3 0.02 0.214 0.176 430 119 34 27 22 L12, O10, R9

HCFC-243ed CH2FCHFCFCl2 – 2.03 2.03 2.17 31.9 0.026 0.248 0.209 609 169 48 38 31 L12, O10, R9

HCFC-243fa CHCl2CH2CF3 460-69-5 0.78 0.781 0.813 20 0.012 0.174 0.122 137 38 11 8 7 L12, O10, R9
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HCFC-243fb CHFClCH2CF2Cl 139754-78-2 2.24 2.24 2.36 45.1 0.024 0.266 0.228 733 204 58 46 37 L12, O10, R9

HCFC-243fc CHF2CH2CFCl2 213248-61-4 5.07 5.07 5.73 44 0.056 0.281 0.259 1840 524 150 122 96 L12, O10, R9

HCFC-244ba CH2FCClFCHF2 149329-28-2 5.17 5.18 5.49 90.5 0.017 0.183 0.169 1360 388 111 91 71 L12, O10, R9

HCFC-244bb CH3CClFCF3 421-73-8 16.6 16.6 18.7 148 0.027 0.249 0.241 4420 1770 505 1020 378 L12, O10, R9

HCFC-244ca CH2ClCF2CHF2 679-85-6 6.39 6.39 6.82 101 0.018 0.184 0.172 1670 487 139 119 90 L12, O10, R9

HCFC-244cb CH2FCF2CHFCl 67406-66-0 4.02 4.02 4.24 78.6 0.015 0.195 0.177 1120 315 90 72 58 L12, O10, R9

HCFC-244cc CH3CF2CF2Cl 421-75-0 31.2 31.2 38.1 173 0.039 0.28 0.274 6370 3620 1080 3240 1300 L12, O10, R9

HCFC-244da CHF2CHClCHF2 19041-02-2 3.88 3.88 4.09 77 0.015 0.201 0.182 1120 313 89 71 57 L12, O10, R9

HCFC-244db CH2FCHClCF3 117970-90-8 2.44 2.43 2.54 57.4 0.012 0.19 0.164 634 177 50 40 32 L12, O10, R9

HCFC-244ea CHF2CHFCHFCl 149447-91-6 2.39 2.39 2.5 56.6 0.012 0.22 0.19 723 201 57 45 37 L12, O10, R9

HCFC-244eb CH2ClCHFCF3 151771-09-4 2.04 2.04 2.12 50.8 0.011 0.18 0.152 494 137 39 31 25 L12, O10, R9

HCFC-244ec CH2FCHFCF2Cl 149448-09-9 2.88 2.88 3.01 64 0.013 0.254 0.223 1020 284 81 64 52 L12, O10, R9

HCFC-244fa CHFClCH2CF3 149329-29-3 2.37 2.38 2.48 56.3 0.012 0.217 0.187 708 197 56 44 36 L12, O10, R9

HCFC-244fb CHF2CH2CF2Cl 2730-64-5 7.76 7.76 8.35 111 0.02 0.301 0.284 3220 976 278 263 182 L12, O10, R9

HCFC-251aa CH2FCCl2CH2Cl 70192-89-1 1.26 1.27 1.34 23.3 0.028 0.091 0.0711 131 36 10 8 7 L12, O10, R9

HCFC-251ab CH3CCl2CHFCl – 1.73 1.73 1.85 26.9 0.037 0.129 0.106 266 74 21 16 13 L12, O10, R9

HCFC-251ba CH2ClCClFCH2Cl 7126-16-1 1.34 1.34 1.4 29.4 0.027 0.118 0.0927 180 50 14 11 9 L12, O10, R9

HCFC-251bb CH3CClFCHCl2 3175-24-4 1.02 1.02 1.07 20.8 0.023 0.143 0.107 158 44 13 10 8 L12, O10, R9

HCFC-251da CH2ClCHClCHFCl 339202-89-0 0.69 0.694 0.719 20 0.016 0.117 0.079 80 22 6 5 4 L12, O10, R9

HCFC-251db CH2FCHClCHCl2 – 0.4 0.408 0.416 20 0.009 0.107 0.0598 35 10 3 2 2 L12, O10, R9

HCFC-251dc CH3CHClCFCl2 421-41-0 0.52 0.521 0.535 20 0.012 0.192 0.118 89 25 7 5 4 L12, O10, R9

HCFC-251ea CH2ClCHFCHCl2 76937-36-5 0.47 0.477 0.489 20 0.011 0.125 0.0744 52 14 4 3 3 L12, O10, R9

HCFC-251eb CH3CHFCCl3 1448144-70-4 0.68 0.685 0.709 20 0.016 0.194 0.13 129 36 10 8 6 L12, O10, R9

HCFC-251fa CHClFCH2CCl2H 2106760-90-9 0.33 0.333 0.339 20 0.008 0.138 0.071 34 10 3 2 2 L12, O10, R9

HCFC-251fb CH2ClCH2CCl2F 818-99-5 0.45 0.456 0.467 20 0.011 0.173 0.101 67 19 5 4 3 L12, O10, R9

HCFC-251fc CH2FCH2CCl3 2035078-31-8 0.65 0.654 0.676 20 0.015 0.149 0.0985 93 26 7 6 5 L12, O10, R9

HCFC-252aa CH2FCCl2CH2F 154193-88-1 1.94 1.94 2.07 31 0.029 0.117 0.0978 305 85 24 19 15 L12, O10, R9

HCFC-252ab CH3CCl2CHF2 – 4.41 4.41 4.93 41.9 0.056 0.163 0.149 1040 294 84 67 54 L12, O10, R9

HCFC-252ba CH2ClCClFCH2F 70192-74-4 2.19 2.2 2.31 44 0.027 0.112 0.096 340 95 27 21 17 L12, O10, R9

HCFC-252bb CH3CClFCHClF 362631-58-1 2.87 2.87 3.04 50.9 0.032 0.164 0.145 668 186 53 42 34 L12, O10, R9

HCFC-252ca CH2ClCF2CH2Cl 1112-36-3 2.47 2.47 2.61 47 0.029 0.142 0.123 488 136 39 30 25 L12, O10, R9

HCFC-252cb CH3CF2CHCl2 1112-01-2 1.19 1.19 1.25 24.4 0.019 0.188 0.145 278 77 22 17 14 L12, O10, R9

HCFC-252da CH2ClCHClCHF2 82578-00-5 1 1 1.04 26.7 0.016 0.119 0.0883 142 40 11 9 7 L12, O10, R9

HCFC-252db CH2FCHClCHClF – 1.15 1.15 1.2 29.4 0.017 0.127 0.0974 180 50 14 11 9 L12, O10, R9

HCFC-252dc CH3CHClCClF2 7126-15-0 0.77 0.771 0.799 22.2 0.013 0.211 0.146 181 50 14 11 9 L12, O10, R9

HCFC-252ea CH2ClCHFCHClF 111483-26-2 1.02 1.02 1.06 27.2 0.016 0.146 0.109 179 50 14 11 9 L12, O10, R9

HCFC-252eb CH2FCHFCHCl2 – 0.65 0.648 0.67 20 0.011 0.136 0.0895 93 26 7 6 5 L12, O10, R9

HCFC-252ec CH3CHFCCl2F 151771-10-7 0.84 0.845 0.882 20 0.015 0.24 0.171 233 65 18 14 12 L12, O10, R9

HCFC-252fa CHClFCH2CHClF 1378824-14-6 1.15 1.14 1.19 29.4 0.017 0.182 0.139 255 71 20 16 13 L12, O10, R9

HCFC-252fb CHCl2CH2CHF2 131404-17-6 0.66 0.661 0.684 20 0.011 0.168 0.111 118 33 9 7 6 L12, O10, R9

HCFC-252fc CH2ClCH2CClF2 819-00-1 0.94 0.936 0.972 25.5 0.015 0.203 0.148 223 62 18 14 11 L12, O10, R9

HCFC-252fd CH2FCH2CCl2F 121612-64-4 0.7 0.706 0.732 20 0.012 0.223 0.151 172 48 14 11 9 L12, O10, R9

HCFC-253ba CH2FCClFCH2F 151771-11-8 3.66 3.67 3.86 72.9 0.017 0.139 0.126 831 233 66 53 43 L12, O10, R9

HCFC-253bb CH3CClFCHF2 69202-10-4 7.85 7.85 8.46 108 0.024 0.194 0.183 2380 722 206 196 135 L12, O10, R9

HCFC-253ca CH2ClCF2CH2F 56758-54-4 4.23 4.23 4.47 79.3 0.018 0.147 0.134 1010 285 81 65 52 L12, O10, R9

HCFC-253cb CH3CF2CHClF 70192-76-6 3.48 3.48 3.66 70.8 0.017 0.204 0.182 1140 319 91 72 58 L12, O10, R9

HCFC-253da CH2FCHClCHF2 – 1.67 1.67 1.74 43.6 0.012 0.14 0.115 348 97 28 21 18 L12, O10, R9

HCFC-253db CH3CHClCF3 421-47-6 1.02 1.02 1.06 30.2 0.009 0.16 0.12 222 62 18 14 11 L12, O10, R9

HCFC-253ea CH2ClCHFCHF2 121612-65-5 1.44 1.44 1.5 39.2 0.011 0.14 0.112 292 81 23 18 15 L12, O10, R9
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HCFC-243fb CHFClCH2CF2Cl 139754-78-2 2.24 2.24 2.36 45.1 0.024 0.266 0.228 733 204 58 46 37 L12, O10, R9

HCFC-243fc CHF2CH2CFCl2 213248-61-4 5.07 5.07 5.73 44 0.056 0.281 0.259 1840 524 150 122 96 L12, O10, R9

HCFC-244ba CH2FCClFCHF2 149329-28-2 5.17 5.18 5.49 90.5 0.017 0.183 0.169 1360 388 111 91 71 L12, O10, R9

HCFC-244bb CH3CClFCF3 421-73-8 16.6 16.6 18.7 148 0.027 0.249 0.241 4420 1770 505 1020 378 L12, O10, R9

HCFC-244ca CH2ClCF2CHF2 679-85-6 6.39 6.39 6.82 101 0.018 0.184 0.172 1670 487 139 119 90 L12, O10, R9

HCFC-244cb CH2FCF2CHFCl 67406-66-0 4.02 4.02 4.24 78.6 0.015 0.195 0.177 1120 315 90 72 58 L12, O10, R9

HCFC-244cc CH3CF2CF2Cl 421-75-0 31.2 31.2 38.1 173 0.039 0.28 0.274 6370 3620 1080 3240 1300 L12, O10, R9

HCFC-244da CHF2CHClCHF2 19041-02-2 3.88 3.88 4.09 77 0.015 0.201 0.182 1120 313 89 71 57 L12, O10, R9

HCFC-244db CH2FCHClCF3 117970-90-8 2.44 2.43 2.54 57.4 0.012 0.19 0.164 634 177 50 40 32 L12, O10, R9

HCFC-244ea CHF2CHFCHFCl 149447-91-6 2.39 2.39 2.5 56.6 0.012 0.22 0.19 723 201 57 45 37 L12, O10, R9

HCFC-244eb CH2ClCHFCF3 151771-09-4 2.04 2.04 2.12 50.8 0.011 0.18 0.152 494 137 39 31 25 L12, O10, R9

HCFC-244ec CH2FCHFCF2Cl 149448-09-9 2.88 2.88 3.01 64 0.013 0.254 0.223 1020 284 81 64 52 L12, O10, R9

HCFC-244fa CHFClCH2CF3 149329-29-3 2.37 2.38 2.48 56.3 0.012 0.217 0.187 708 197 56 44 36 L12, O10, R9

HCFC-244fb CHF2CH2CF2Cl 2730-64-5 7.76 7.76 8.35 111 0.02 0.301 0.284 3220 976 278 263 182 L12, O10, R9

HCFC-251aa CH2FCCl2CH2Cl 70192-89-1 1.26 1.27 1.34 23.3 0.028 0.091 0.0711 131 36 10 8 7 L12, O10, R9

HCFC-251ab CH3CCl2CHFCl – 1.73 1.73 1.85 26.9 0.037 0.129 0.106 266 74 21 16 13 L12, O10, R9

HCFC-251ba CH2ClCClFCH2Cl 7126-16-1 1.34 1.34 1.4 29.4 0.027 0.118 0.0927 180 50 14 11 9 L12, O10, R9

HCFC-251bb CH3CClFCHCl2 3175-24-4 1.02 1.02 1.07 20.8 0.023 0.143 0.107 158 44 13 10 8 L12, O10, R9

HCFC-251da CH2ClCHClCHFCl 339202-89-0 0.69 0.694 0.719 20 0.016 0.117 0.079 80 22 6 5 4 L12, O10, R9

HCFC-251db CH2FCHClCHCl2 – 0.4 0.408 0.416 20 0.009 0.107 0.0598 35 10 3 2 2 L12, O10, R9

HCFC-251dc CH3CHClCFCl2 421-41-0 0.52 0.521 0.535 20 0.012 0.192 0.118 89 25 7 5 4 L12, O10, R9

HCFC-251ea CH2ClCHFCHCl2 76937-36-5 0.47 0.477 0.489 20 0.011 0.125 0.0744 52 14 4 3 3 L12, O10, R9

HCFC-251eb CH3CHFCCl3 1448144-70-4 0.68 0.685 0.709 20 0.016 0.194 0.13 129 36 10 8 6 L12, O10, R9

HCFC-251fa CHClFCH2CCl2H 2106760-90-9 0.33 0.333 0.339 20 0.008 0.138 0.071 34 10 3 2 2 L12, O10, R9

HCFC-251fb CH2ClCH2CCl2F 818-99-5 0.45 0.456 0.467 20 0.011 0.173 0.101 67 19 5 4 3 L12, O10, R9

HCFC-251fc CH2FCH2CCl3 2035078-31-8 0.65 0.654 0.676 20 0.015 0.149 0.0985 93 26 7 6 5 L12, O10, R9

HCFC-252aa CH2FCCl2CH2F 154193-88-1 1.94 1.94 2.07 31 0.029 0.117 0.0978 305 85 24 19 15 L12, O10, R9

HCFC-252ab CH3CCl2CHF2 – 4.41 4.41 4.93 41.9 0.056 0.163 0.149 1040 294 84 67 54 L12, O10, R9

HCFC-252ba CH2ClCClFCH2F 70192-74-4 2.19 2.2 2.31 44 0.027 0.112 0.096 340 95 27 21 17 L12, O10, R9

HCFC-252bb CH3CClFCHClF 362631-58-1 2.87 2.87 3.04 50.9 0.032 0.164 0.145 668 186 53 42 34 L12, O10, R9

HCFC-252ca CH2ClCF2CH2Cl 1112-36-3 2.47 2.47 2.61 47 0.029 0.142 0.123 488 136 39 30 25 L12, O10, R9

HCFC-252cb CH3CF2CHCl2 1112-01-2 1.19 1.19 1.25 24.4 0.019 0.188 0.145 278 77 22 17 14 L12, O10, R9

HCFC-252da CH2ClCHClCHF2 82578-00-5 1 1 1.04 26.7 0.016 0.119 0.0883 142 40 11 9 7 L12, O10, R9

HCFC-252db CH2FCHClCHClF – 1.15 1.15 1.2 29.4 0.017 0.127 0.0974 180 50 14 11 9 L12, O10, R9

HCFC-252dc CH3CHClCClF2 7126-15-0 0.77 0.771 0.799 22.2 0.013 0.211 0.146 181 50 14 11 9 L12, O10, R9

HCFC-252ea CH2ClCHFCHClF 111483-26-2 1.02 1.02 1.06 27.2 0.016 0.146 0.109 179 50 14 11 9 L12, O10, R9

HCFC-252eb CH2FCHFCHCl2 – 0.65 0.648 0.67 20 0.011 0.136 0.0895 93 26 7 6 5 L12, O10, R9

HCFC-252ec CH3CHFCCl2F 151771-10-7 0.84 0.845 0.882 20 0.015 0.24 0.171 233 65 18 14 12 L12, O10, R9

HCFC-252fa CHClFCH2CHClF 1378824-14-6 1.15 1.14 1.19 29.4 0.017 0.182 0.139 255 71 20 16 13 L12, O10, R9

HCFC-252fb CHCl2CH2CHF2 131404-17-6 0.66 0.661 0.684 20 0.011 0.168 0.111 118 33 9 7 6 L12, O10, R9

HCFC-252fc CH2ClCH2CClF2 819-00-1 0.94 0.936 0.972 25.5 0.015 0.203 0.148 223 62 18 14 11 L12, O10, R9

HCFC-252fd CH2FCH2CCl2F 121612-64-4 0.7 0.706 0.732 20 0.012 0.223 0.151 172 48 14 11 9 L12, O10, R9

HCFC-253ba CH2FCClFCH2F 151771-11-8 3.66 3.67 3.86 72.9 0.017 0.139 0.126 831 233 66 53 43 L12, O10, R9

HCFC-253bb CH3CClFCHF2 69202-10-4 7.85 7.85 8.46 108 0.024 0.194 0.183 2380 722 206 196 135 L12, O10, R9

HCFC-253ca CH2ClCF2CH2F 56758-54-4 4.23 4.23 4.47 79.3 0.018 0.147 0.134 1010 285 81 65 52 L12, O10, R9

HCFC-253cb CH3CF2CHClF 70192-76-6 3.48 3.48 3.66 70.8 0.017 0.204 0.182 1140 319 91 72 58 L12, O10, R9

HCFC-253da CH2FCHClCHF2 – 1.67 1.67 1.74 43.6 0.012 0.14 0.115 348 97 28 21 18 L12, O10, R9

HCFC-253db CH3CHClCF3 421-47-6 1.02 1.02 1.06 30.2 0.009 0.16 0.12 222 62 18 14 11 L12, O10, R9

HCFC-253ea CH2ClCHFCHF2 121612-65-5 1.44 1.44 1.5 39.2 0.011 0.14 0.112 292 81 23 18 15 L12, O10, R9
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HCFC-253eb CH2FCHFCHClF 151771-12-9 1.5 1.5 1.56 40.4 0.011 0.153 0.123 334 93 26 21 17 L12, O10, R9

HCFC-253ec CH3CHFCClF2 134251-05-1 1.13 1.13 1.17 32.7 0.009 0.237 0.18 368 102 29 23 19 L12, O10, R9

HCFC-253fa CHClFCH2CHF2 149329-30-6 1.83 1.82 1.9 46.4 0.012 0.207 0.172 566 157 45 35 29 L12, O10, R9

HCFC-253fb CH2ClCH2CF3 460-35-5 1.05 1.05 1.09 30.8 0.009 0.164 0.123 234 65 19 14 12 L12, O10, R9

HCFC-253fc CH2FCH2CClF2 83124-56-5 1.48 1.48 1.54 39.9 0.011 0.239 0.192 514 143 41 32 26 L12, O10, R9

HCFC-261aa CH3CCl2CH2F – 1.06 1.06 1.11 22.7 0.02 0.092 0.0687 133 37 11 8 7 L12, O10, R9

HCFC-261ba CH3CClFCH2Cl 420-97-3 2.19 2.19 2.31 43.6 0.031 0.095 0.0808 324 90 26 20 16 L12, O10, R9

HCFC-261da CH2ClCHClCH2F 453-01-0 0.45 0.452 0.462 20 0.009 0.055 0.0319 26 7 2 2 1 L12, O10, R9

HCFC-261db CH3CHClCHClF 7799-55-5 0.47 0.467 0.478 20 0.009 0.102 0.06 51 14 4 3 3 L12, O10, R9

HCFC-261ea CH2ClCHFCH2Cl 816-38-6 0.54 0.539 0.554 20 0.01 0.075 0.0464 46 13 4 3 2 L12, O10, R9

HCFC-261eb CH3CHFCHCl2 53074-31-0 0.31 0.31 0.315 20 0.006 0.121 0.0599 34 9 3 2 2 L12, O10, R9

HCFC-261fa CH2ClCH2CHClF 83124-60-1 0.57 0.574 0.591 20 0.011 0.114 0.0726 76 21 6 5 4 L12, O10, R9

HCFC-261fb CH2FCH2CHCl2 53074-30-9 0.33 0.333 0.339 20 0.006 0.104 0.0534 33 9 3 2 2 L12, O10, R9

HCFC-261fc CH3CH2CCl2F 7799-56-6 0.61 0.618 0.638 20 0.012 0.206 0.134 152 42 12 9 8 L12, O10, R9

HCFC-262ba CH3CClFCH2F 362631-59-2 3.4 3.41 3.59 68.6 0.02 0.136 0.122 867 242 69 55 44 L12, O10, R9

HCFC-262ca CH3CF2CH2Cl 420-99-5 3.2 3.17 3.33 65.6 0.019 0.131 0.116 767 214 61 48 39 L12, O10, R9

HCFC-262da CH2FCHClCH2F 102738-79-4 0.92 0.924 0.956 27.7 0.009 0.074 0.0538 104 29 8 6 5 L12, O10, R9

HCFC-262db CH3CHClCHF2 430-93-3 0.64 0.642 0.662 20.8 0.007 0.12 0.0788 106 29 8 6 5 L12, O10, R9

HCFC-262ea CH2FCHFCH2Cl 37161-81-2 0.83 0.828 0.856 25.4 0.009 0.09 0.0639 111 31 9 7 6 L12, O10, R9

HCFC-262eb CH3CHFCHFCl 430-96-6 0.66 0.664 0.685 21.3 0.007 0.144 0.0958 133 37 11 8 7 L12, O10, R9

HCFC-262fa CH2ClCH2CHF2 83124-57-6 0.8 0.801 0.828 24.8 0.008 0.121 0.0851 143 40 11 9 7 L12, O10, R9

HCFC-262fb CH2FCH2CHFCl 151771-13-0 0.87 0.872 0.902 26.5 0.009 0.134 0.096 175 49 14 11 9 L12, O10, R9

HCFC-262fc CH3CH2CF2Cl 421-02-3 1.2 1.2 1.24 33.7 0.011 0.214 0.165 415 115 33 26 21 L12, O10, R9

HCFC-271ba CH3CClFCH3 420-44-0 5 5.04 5.37 83.4 0.028 0.113 0.104 1270 362 103 84 67 L12, O10, R9

HCFC-271da CH3CHClCH2F 20372-78-5 0.27 0.274 0.278 20 0.004 0.051 0.0237 16 4 1 <1 <1  L12, O10, R9

HCFC-271ea CH3CHFCH2Cl 430-46-6 0.3 0.298 0.302 20 0.004 0.066 0.032 24 7 2 1 1 L12, O10, R9

HCFC-271fa CH2ClCH2CH2F 462-38-4 0.34 0.339 0.345 20 0.004 0.053 0.0272 23 6 2 1 1 L12, O10, R9

HCFC-271fb CH3CH2CHClF 430-55-7 0.49 0.494 0.506 20 0.007 0.105 0.0633 78 22 6 5 4 L12, O10, R9

Hydrofluorocarbons

HFC-23 CHF3 75-46-7 33.7 ppt 228 228 243 3,636 0 0.193 0.192 12,400 14,700 10,600 15,500 15,200 A4, L5, O1, R2

HFC-32 CH2F2 75-10-5 23.2 ppt 5.4 5.27 5.47 146 0 0.12 0.111 2620 749 214 175 138 A4, L5, O1, R2

HFC-41 CH3F 593-53-3 2.8 2.8 2.92 68.5 0 0.028 0.025 492 137 39 31 25 L2, L11, O1, R2

HFC-125 CHF2CF3 354-33-6 32.6 ppt 30 30.7 32.3 665 0 0.239 0.234 6790 3820 1140 3400 1350 A4, L5, L11, O1, R2

HFC-134 CHF2CHF2 359-35-3 10 10 10.5 243 0 0.203 0.204 4110 1330 380 443 252 L2, O1, R2

HFC-134a CH2FCF3 811-97-2 113.0 ppt 14 13.5 14.1 313 0 0.173 0.167 4060 1470 420 679 292 A4, L5, L11, O1, R2

HFC-143 CH2FCHF2 430-66-0 3.6 3.57 3.7 101 0 0.142 0.129 1310 365 104 83 67 L2, O1, R2

HFC-143a CH3CF3 420-46-2 25.6 ppt 51 51.8 57.2 548 0 0.171 0.169 7900 5900 1980 6020 3340 A4, L5, O1, R2

HFC-152 CH2FCH2F 624-72-6 172 days (114–335 days) 0.473 (114–335 days) 0.485 20 0 0.077 0.047 81 22 6 5 4 L2, O1, R2

HFC-152a CH3CHF2 75-37-6 7.1 ppt 1.6 1.5 1.55 44.3 0 0.125 0.101 550 153 44 34 28 A4, L5, L11, O1, R2

HFC-161 CH3CH2F 353-36-6 80 days (51–154 days) 0.217 (51–154 days) 0.219 20 0 0.038 0.016 17 5 1 1 <1 O1, R2

HFC-227ca CF3CF2CHF2 2252-84-8 30 32.2 33.7 694 0 0.269 0.265 5500 3180 955 2890 1180 L14, O1, R2

HFC-227ea CF3CHFCF3 431-89-0 1.7 ppt 36 35.8 37.5 754 0 0.278 0.273 5830 3580 1090 3370 1470 A4, L5, L15, O1, R2

HFC-236ca CHF2CF2CHF2 680-00-2 11.4 11.8 268 0.318 0.305 4500 1520 435 581 293 L14, O1, R11

HFC-236cb CH2FCF2CF3 677-56-5 13.4 13.4 14 304 0 0.24 0.232 3770 1360 389 623 270 L14, O1, R2

HFC-236ea CHF2CHFCF3 431-63-0 11.4 11.4 11.9 268 0 0.277 0.267 3940 1330 381 509 256 L14, O1, R12

HFC-236fa CF3CH2CF3 690-39-1 0.20 ppt 213 213 253 136 0 0.253 0.263 7820 9120 6340 9650 9310 L14, O1, R2

HFC-245ca CH2FCF2CHF2 679-86-7 6.6 6.61 6.88 166 0 0.255 0.266 2980 874 249 217 162 L14, O1, RI3

HFC-245cb CF3CF2CH3 1814-88-6 39.9 39.8 42.9 551 0 0.255 0.249 6920 4510 1410 4370 2050 L14, O1, R2

HFC-245ea CHF2CHFCHF2 24270-66-4 3.2 3.26 3.37 93.2 0 0.18 0.172 999 279 80 63 51 L14, O1, R14
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R: Radiative Metrics

HCFC-253eb CH2FCHFCHClF 151771-12-9 1.5 1.5 1.56 40.4 0.011 0.153 0.123 334 93 26 21 17 L12, O10, R9

HCFC-253ec CH3CHFCClF2 134251-05-1 1.13 1.13 1.17 32.7 0.009 0.237 0.18 368 102 29 23 19 L12, O10, R9

HCFC-253fa CHClFCH2CHF2 149329-30-6 1.83 1.82 1.9 46.4 0.012 0.207 0.172 566 157 45 35 29 L12, O10, R9

HCFC-253fb CH2ClCH2CF3 460-35-5 1.05 1.05 1.09 30.8 0.009 0.164 0.123 234 65 19 14 12 L12, O10, R9

HCFC-253fc CH2FCH2CClF2 83124-56-5 1.48 1.48 1.54 39.9 0.011 0.239 0.192 514 143 41 32 26 L12, O10, R9

HCFC-261aa CH3CCl2CH2F – 1.06 1.06 1.11 22.7 0.02 0.092 0.0687 133 37 11 8 7 L12, O10, R9

HCFC-261ba CH3CClFCH2Cl 420-97-3 2.19 2.19 2.31 43.6 0.031 0.095 0.0808 324 90 26 20 16 L12, O10, R9

HCFC-261da CH2ClCHClCH2F 453-01-0 0.45 0.452 0.462 20 0.009 0.055 0.0319 26 7 2 2 1 L12, O10, R9

HCFC-261db CH3CHClCHClF 7799-55-5 0.47 0.467 0.478 20 0.009 0.102 0.06 51 14 4 3 3 L12, O10, R9

HCFC-261ea CH2ClCHFCH2Cl 816-38-6 0.54 0.539 0.554 20 0.01 0.075 0.0464 46 13 4 3 2 L12, O10, R9

HCFC-261eb CH3CHFCHCl2 53074-31-0 0.31 0.31 0.315 20 0.006 0.121 0.0599 34 9 3 2 2 L12, O10, R9

HCFC-261fa CH2ClCH2CHClF 83124-60-1 0.57 0.574 0.591 20 0.011 0.114 0.0726 76 21 6 5 4 L12, O10, R9

HCFC-261fb CH2FCH2CHCl2 53074-30-9 0.33 0.333 0.339 20 0.006 0.104 0.0534 33 9 3 2 2 L12, O10, R9

HCFC-261fc CH3CH2CCl2F 7799-56-6 0.61 0.618 0.638 20 0.012 0.206 0.134 152 42 12 9 8 L12, O10, R9

HCFC-262ba CH3CClFCH2F 362631-59-2 3.4 3.41 3.59 68.6 0.02 0.136 0.122 867 242 69 55 44 L12, O10, R9

HCFC-262ca CH3CF2CH2Cl 420-99-5 3.2 3.17 3.33 65.6 0.019 0.131 0.116 767 214 61 48 39 L12, O10, R9

HCFC-262da CH2FCHClCH2F 102738-79-4 0.92 0.924 0.956 27.7 0.009 0.074 0.0538 104 29 8 6 5 L12, O10, R9

HCFC-262db CH3CHClCHF2 430-93-3 0.64 0.642 0.662 20.8 0.007 0.12 0.0788 106 29 8 6 5 L12, O10, R9

HCFC-262ea CH2FCHFCH2Cl 37161-81-2 0.83 0.828 0.856 25.4 0.009 0.09 0.0639 111 31 9 7 6 L12, O10, R9

HCFC-262eb CH3CHFCHFCl 430-96-6 0.66 0.664 0.685 21.3 0.007 0.144 0.0958 133 37 11 8 7 L12, O10, R9

HCFC-262fa CH2ClCH2CHF2 83124-57-6 0.8 0.801 0.828 24.8 0.008 0.121 0.0851 143 40 11 9 7 L12, O10, R9

HCFC-262fb CH2FCH2CHFCl 151771-13-0 0.87 0.872 0.902 26.5 0.009 0.134 0.096 175 49 14 11 9 L12, O10, R9

HCFC-262fc CH3CH2CF2Cl 421-02-3 1.2 1.2 1.24 33.7 0.011 0.214 0.165 415 115 33 26 21 L12, O10, R9

HCFC-271ba CH3CClFCH3 420-44-0 5 5.04 5.37 83.4 0.028 0.113 0.104 1270 362 103 84 67 L12, O10, R9

HCFC-271da CH3CHClCH2F 20372-78-5 0.27 0.274 0.278 20 0.004 0.051 0.0237 16 4 1 <1 <1  L12, O10, R9

HCFC-271ea CH3CHFCH2Cl 430-46-6 0.3 0.298 0.302 20 0.004 0.066 0.032 24 7 2 1 1 L12, O10, R9

HCFC-271fa CH2ClCH2CH2F 462-38-4 0.34 0.339 0.345 20 0.004 0.053 0.0272 23 6 2 1 1 L12, O10, R9

HCFC-271fb CH3CH2CHClF 430-55-7 0.49 0.494 0.506 20 0.007 0.105 0.0633 78 22 6 5 4 L12, O10, R9

Hydrofluorocarbons

HFC-23 CHF3 75-46-7 33.7 ppt 228 228 243 3,636 0 0.193 0.192 12,400 14,700 10,600 15,500 15,200 A4, L5, O1, R2

HFC-32 CH2F2 75-10-5 23.2 ppt 5.4 5.27 5.47 146 0 0.12 0.111 2620 749 214 175 138 A4, L5, O1, R2

HFC-41 CH3F 593-53-3 2.8 2.8 2.92 68.5 0 0.028 0.025 492 137 39 31 25 L2, L11, O1, R2

HFC-125 CHF2CF3 354-33-6 32.6 ppt 30 30.7 32.3 665 0 0.239 0.234 6790 3820 1140 3400 1350 A4, L5, L11, O1, R2

HFC-134 CHF2CHF2 359-35-3 10 10 10.5 243 0 0.203 0.204 4110 1330 380 443 252 L2, O1, R2

HFC-134a CH2FCF3 811-97-2 113.0 ppt 14 13.5 14.1 313 0 0.173 0.167 4060 1470 420 679 292 A4, L5, L11, O1, R2

HFC-143 CH2FCHF2 430-66-0 3.6 3.57 3.7 101 0 0.142 0.129 1310 365 104 83 67 L2, O1, R2

HFC-143a CH3CF3 420-46-2 25.6 ppt 51 51.8 57.2 548 0 0.171 0.169 7900 5900 1980 6020 3340 A4, L5, O1, R2

HFC-152 CH2FCH2F 624-72-6 172 days (114–335 days) 0.473 (114–335 days) 0.485 20 0 0.077 0.047 81 22 6 5 4 L2, O1, R2

HFC-152a CH3CHF2 75-37-6 7.1 ppt 1.6 1.5 1.55 44.3 0 0.125 0.101 550 153 44 34 28 A4, L5, L11, O1, R2

HFC-161 CH3CH2F 353-36-6 80 days (51–154 days) 0.217 (51–154 days) 0.219 20 0 0.038 0.016 17 5 1 1 <1 O1, R2

HFC-227ca CF3CF2CHF2 2252-84-8 30 32.2 33.7 694 0 0.269 0.265 5500 3180 955 2890 1180 L14, O1, R2

HFC-227ea CF3CHFCF3 431-89-0 1.7 ppt 36 35.8 37.5 754 0 0.278 0.273 5830 3580 1090 3370 1470 A4, L5, L15, O1, R2

HFC-236ca CHF2CF2CHF2 680-00-2 11.4 11.8 268 0.318 0.305 4500 1520 435 581 293 L14, O1, R11

HFC-236cb CH2FCF2CF3 677-56-5 13.4 13.4 14 304 0 0.24 0.232 3770 1360 389 623 270 L14, O1, R2

HFC-236ea CHF2CHFCF3 431-63-0 11.4 11.4 11.9 268 0 0.277 0.267 3940 1330 381 509 256 L14, O1, R12

HFC-236fa CF3CH2CF3 690-39-1 0.20 ppt 213 213 253 136 0 0.253 0.263 7820 9120 6340 9650 9310 L14, O1, R2

HFC-245ca CH2FCF2CHF2 679-86-7 6.6 6.61 6.88 166 0 0.255 0.266 2980 874 249 217 162 L14, O1, RI3

HFC-245cb CF3CF2CH3 1814-88-6 39.9 39.8 42.9 551 0 0.255 0.249 6920 4510 1410 4370 2050 L14, O1, R2

HFC-245ea CHF2CHFCHF2 24270-66-4 3.2 3.26 3.37 93.2 0 0.18 0.172 999 279 80 63 51 L14, O1, R14
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HFC-245eb CH2FCHFCF3 431-31-2 3.2 3.2 3.32 91.9 0 0.23 0.215 1230 342 98 77 62 L14, O1, R13

HFC-245fa CHF2CH2CF3 460-73-1 3.2 ppt 7.9 7.74 8.16 153.8 0 0.259 0.251 3190 966 276 260 180 A4, L5, O1, R13

HFC-254ca CH2FCF2CH2F 813-75-2 2.56 2.65 74.5 0 0.17 0.148 782 218 62 49 40 L14, O1, R11

HFC-254cb CH3CF2CHF2 40723-63-5 10.8 11.4 227 0 0.214 0.205 3830 1270 363 457 242 L14, O1, R11

HFC-254ea CH2FCHFCHF2 24270-68-6 1.94 2.01 59.2 0 0.201 0.168 673 187 53 42 34 L14, O1, R11

HFC-254eb CH3CHFCF3 421-48-7 2.25 2.33 67.1 0 0.211 0.18 836 233 66 52 42 L14, O1, R11

HFC-254fa CHF2CH2CHF2 66794-30-7 3.99 4.14 107 0 0.259 0.235 1920 538 154 123 99 L14, O1, R11

HFC-254fb CH2FCH2CF3 460-36-6 1.38 1.43 44.3 0 0.186 0.148 422 117 33 26 21 L14, O1, R11

HFC-263ca CH3CF2CH2F 811-94-9 3.67 3.81 97.8 0 0.153 0.138 1230 344 98 78 63 L14, O1, R11

HFC-263ea CH2FCHFCH2F 66794-36-3 0.533 0.547 20 0 0.107 0.066 86 24 7 5 4 L14, O1, R11

HFC-263eb CH3CHFCHF2 66794-35-2 1.09 1.12 35.7 0 0.15 0.114 304 84 24 19 15 L14, O1, R11

HFC-263fa CH2FCH2CHF2 24270-67-5 1.07 1.1 35.1 0 0.157 0.118 309 86 24 19 16 L14, O1, R11

HFC-263fb CH3CH2CF3 421-07-8 1.1 1.12 1.16 36.7 0 0.13 0.1 274 76 22 17 14 L14, O1, R14

HFC-272ca CH3CF2CH3 420-45-1 9 9.21 9.7 183 0 0.084 0.085 2060 651 186 200 123 L16, O1, R2

HFC-272ea CH3CHFCH2F 62126-90-3 0.374 0.381 20 0 0.101 0.054 61 17 5 4 3 L14, O1, R11

HFC-272fa CH2FCH2CH2F 462-39-5 0.186 0.188 20 0 0.094 0.036 20 6 2 1 1 L14, O1, R11

HFC-272fb CH3CH2CHF2 430-61-5 0.706 0.727 24.3 0 0.102 0.069 146 41 12 9 7 L14, O1, R11

HFC-281ea CH3CHFCH3 420-26-8 27 days (19–46 days) 0.075 (19–46 days) 0.076 20 0 0.054 0.011 3 <1 <1 <1 <1 L14, O1, R11

HFC-281fa CH3CH2CH2F 460-13-9 0.131 0.132 20 0 0.051 0.016 8 2 <1 <1 <1 L14, O1, R11

HFC-329p CHF2CF2CF2CF3 375-17-7 32 31.5 33 714 0 0.319 0.325 5180 2960 885 2660 1080 L17, O1, R2

HFC-329me CF3CHFCF2CF3 680-17-1 48.2 50.9 886 0 0.339 0.334 5890 4240 1390 4280 2270 L14, O1, R11

HFC-338q CH2FCF2CF2CF3 662-35-1 14.6 15.3 325 0 0.28 0.271 3470 1300 372 656 265 L14, O1, R11

HFC-338mce CHF2CHFCF2CF3 119450-58-7 9.27 9.66 228 0 0.319 0.303 2930 926 264 286 174 L14, O1, R11

HFC-338mec CHF2CF2CHFCF3 35230-11-6 11.7 12.2 274 0 0.341 0.327 3690 1260 360 495 243 L14, O1, R11

HFC-338pcc CHF2CF2CF2CHF2 377-36-6 13.5 13.5 14 360 0 0.341 0.328 4020 1460 417 673 289 L14, O1, R11

HFC-338mf CF3CH2CF2CF3 2924-29-0 184 214 1289 0 0.309 0.306 6790 7720 4950 8180 7650 L14, O1, R11

HFC-338mee CF3CHFCHFCF3 75995-72-1 11.4 11.9 269 0 0.366 0.351 3900 1320 377 503 253 L14, O1, R11

HFC-347mcc CH3CF2CF2CF3 662-00-0 36.8 39.5 529 0 0.252 0.247 4910 3060 939 2910 1290 L14, O1, R11

HFC-347mce CH2FCHFCF2CF3 75995-85-6 3.35 3.47 95.4 0 0.257 0.23 999 279 80 63 51 L14, O1, R11

HFC-347mec CH2FCF2CHFCF3 53005-35-9 4.22 4.38 116 0 0.292 0.266 1450 406 116 93 75 L14, O1, R11

HFC-347pcc CH2FCF2CF2CHF2 119450-61-2 8.7 9.08 205 0 0.304 0.288 2920 907 259 265 170 L14, O1, R11

HFC-347mcf CHF2CH2CF2CF3 161791-36-2 8.64 9.02 204 0 0.341 0.323 3250 1010 288 294 189 L14, O1, R11

HFC-347mee CHF2CHFCHFCF3 151868-61-0 5 5.2 133 0 0.328 0.303 1930 549 156 127 101 L14, O1, R11

HFC-347pce CHF2CHFCF2CHF2 119450-64-5 6.43 6.7 162 0 0.308 0.288 2290 671 191 165 124 L14, O1, R11

HFC-347mfc CHF2CF2CH2CF3 119450-65-6 14.6 15.4 300 0 0.322 0.311 4370 1640 469 826 333 L14, O1, R11

HFC-347mef CF3CH2CHFCF3 86884-16-4 8.53 8.9 202 0 0.344 0.326 3250 1010 287 290 189 L14, O1, R11

HFC-356mce CH3CHFCF2CF3 161791-32-8 2.25 2.33 67.1 0 0.229 0.196 636 177 50 40 32 L14, O1, R11

HFC-356mec CH3CF2CHFCF3 76523-97-2 13.8 14.6 268 0 0.262 0.253 3820 1400 400 662 279 L14, O1, R11

HFC-356pcc CH3CF2CF2CHF2 119450-66-7 10.8 11.4 227 0 0.276 0.264 3440 1140 326 412 218 L14, O1, R11

HFC-356mcf CH2FCH2CF2CF3 161791-33-9 1.2 1.22 1.26 39.6 0 0.268 0.208 367 102 29 23 18 L14, O1, R11

HFC-356mee CH2FCHFCHFCF3 119450-67-8 2.21 2.28 65.9 0 0.258 0.22 701 195 56 44 35 L14, O1, R11

HFC-356pce CH2FCHFCF2CHF2 119450-68-9 2.87 2.98 82.1 0 0.247 0.218 901 251 72 56 46 L14, O1, R11

HFC-356mfc CH2FCF2CH2CF3 76546-55-9 4.84 5.03 125 0 0.272 0.25 1710 486 139 112 89 L14, O1, R11

HFC-356pec CH2FCF2CHFCHF2 114810-03-6 2.83 2.93 81 0 0.257 0.226 921 257 73 58 47 L14, O1, R11

HFC-356mef CHF2CH2CHFCF3 158421-88-6 2.71 2.81 78.3 0 0.303 0.265 1030 288 82 65 52 L14, O1, R11

HFC-356mfe CHF2CHFCH2CF3 76523-98-3 3.05 3.16 86.4 0 0.298 0.264 1160 323 92 73 59 L14, O1, R11

HFC-356pcf CHF2CH2CF2CHF2 119450-69-0 5.43 5.66 137 0 0.293 0.271 2060 591 168 139 109 L14, O1, R11

HFC-356pee CHF2CHFCHFCHF2 392-45-0 3.17 3.29 89.1 0 0.28 0.249 1140 317 90 71 58 L14, O1, R11

HFC-356mff CF3CH2CH2CF3 407-59-0 8.47 8.86 191 0 0.32 0.303 3330 1030 294 295 193 L14, O1, R11
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HFC-245eb CH2FCHFCF3 431-31-2 3.2 3.2 3.32 91.9 0 0.23 0.215 1230 342 98 77 62 L14, O1, R13

HFC-245fa CHF2CH2CF3 460-73-1 3.2 ppt 7.9 7.74 8.16 153.8 0 0.259 0.251 3190 966 276 260 180 A4, L5, O1, R13

HFC-254ca CH2FCF2CH2F 813-75-2 2.56 2.65 74.5 0 0.17 0.148 782 218 62 49 40 L14, O1, R11

HFC-254cb CH3CF2CHF2 40723-63-5 10.8 11.4 227 0 0.214 0.205 3830 1270 363 457 242 L14, O1, R11

HFC-254ea CH2FCHFCHF2 24270-68-6 1.94 2.01 59.2 0 0.201 0.168 673 187 53 42 34 L14, O1, R11

HFC-254eb CH3CHFCF3 421-48-7 2.25 2.33 67.1 0 0.211 0.18 836 233 66 52 42 L14, O1, R11

HFC-254fa CHF2CH2CHF2 66794-30-7 3.99 4.14 107 0 0.259 0.235 1920 538 154 123 99 L14, O1, R11

HFC-254fb CH2FCH2CF3 460-36-6 1.38 1.43 44.3 0 0.186 0.148 422 117 33 26 21 L14, O1, R11

HFC-263ca CH3CF2CH2F 811-94-9 3.67 3.81 97.8 0 0.153 0.138 1230 344 98 78 63 L14, O1, R11

HFC-263ea CH2FCHFCH2F 66794-36-3 0.533 0.547 20 0 0.107 0.066 86 24 7 5 4 L14, O1, R11

HFC-263eb CH3CHFCHF2 66794-35-2 1.09 1.12 35.7 0 0.15 0.114 304 84 24 19 15 L14, O1, R11

HFC-263fa CH2FCH2CHF2 24270-67-5 1.07 1.1 35.1 0 0.157 0.118 309 86 24 19 16 L14, O1, R11

HFC-263fb CH3CH2CF3 421-07-8 1.1 1.12 1.16 36.7 0 0.13 0.1 274 76 22 17 14 L14, O1, R14

HFC-272ca CH3CF2CH3 420-45-1 9 9.21 9.7 183 0 0.084 0.085 2060 651 186 200 123 L16, O1, R2

HFC-272ea CH3CHFCH2F 62126-90-3 0.374 0.381 20 0 0.101 0.054 61 17 5 4 3 L14, O1, R11

HFC-272fa CH2FCH2CH2F 462-39-5 0.186 0.188 20 0 0.094 0.036 20 6 2 1 1 L14, O1, R11

HFC-272fb CH3CH2CHF2 430-61-5 0.706 0.727 24.3 0 0.102 0.069 146 41 12 9 7 L14, O1, R11

HFC-281ea CH3CHFCH3 420-26-8 27 days (19–46 days) 0.075 (19–46 days) 0.076 20 0 0.054 0.011 3 <1 <1 <1 <1 L14, O1, R11

HFC-281fa CH3CH2CH2F 460-13-9 0.131 0.132 20 0 0.051 0.016 8 2 <1 <1 <1 L14, O1, R11

HFC-329p CHF2CF2CF2CF3 375-17-7 32 31.5 33 714 0 0.319 0.325 5180 2960 885 2660 1080 L17, O1, R2

HFC-329me CF3CHFCF2CF3 680-17-1 48.2 50.9 886 0 0.339 0.334 5890 4240 1390 4280 2270 L14, O1, R11

HFC-338q CH2FCF2CF2CF3 662-35-1 14.6 15.3 325 0 0.28 0.271 3470 1300 372 656 265 L14, O1, R11

HFC-338mce CHF2CHFCF2CF3 119450-58-7 9.27 9.66 228 0 0.319 0.303 2930 926 264 286 174 L14, O1, R11

HFC-338mec CHF2CF2CHFCF3 35230-11-6 11.7 12.2 274 0 0.341 0.327 3690 1260 360 495 243 L14, O1, R11

HFC-338pcc CHF2CF2CF2CHF2 377-36-6 13.5 13.5 14 360 0 0.341 0.328 4020 1460 417 673 289 L14, O1, R11

HFC-338mf CF3CH2CF2CF3 2924-29-0 184 214 1289 0 0.309 0.306 6790 7720 4950 8180 7650 L14, O1, R11

HFC-338mee CF3CHFCHFCF3 75995-72-1 11.4 11.9 269 0 0.366 0.351 3900 1320 377 503 253 L14, O1, R11

HFC-347mcc CH3CF2CF2CF3 662-00-0 36.8 39.5 529 0 0.252 0.247 4910 3060 939 2910 1290 L14, O1, R11

HFC-347mce CH2FCHFCF2CF3 75995-85-6 3.35 3.47 95.4 0 0.257 0.23 999 279 80 63 51 L14, O1, R11

HFC-347mec CH2FCF2CHFCF3 53005-35-9 4.22 4.38 116 0 0.292 0.266 1450 406 116 93 75 L14, O1, R11

HFC-347pcc CH2FCF2CF2CHF2 119450-61-2 8.7 9.08 205 0 0.304 0.288 2920 907 259 265 170 L14, O1, R11

HFC-347mcf CHF2CH2CF2CF3 161791-36-2 8.64 9.02 204 0 0.341 0.323 3250 1010 288 294 189 L14, O1, R11

HFC-347mee CHF2CHFCHFCF3 151868-61-0 5 5.2 133 0 0.328 0.303 1930 549 156 127 101 L14, O1, R11

HFC-347pce CHF2CHFCF2CHF2 119450-64-5 6.43 6.7 162 0 0.308 0.288 2290 671 191 165 124 L14, O1, R11

HFC-347mfc CHF2CF2CH2CF3 119450-65-6 14.6 15.4 300 0 0.322 0.311 4370 1640 469 826 333 L14, O1, R11

HFC-347mef CF3CH2CHFCF3 86884-16-4 8.53 8.9 202 0 0.344 0.326 3250 1010 287 290 189 L14, O1, R11

HFC-356mce CH3CHFCF2CF3 161791-32-8 2.25 2.33 67.1 0 0.229 0.196 636 177 50 40 32 L14, O1, R11

HFC-356mec CH3CF2CHFCF3 76523-97-2 13.8 14.6 268 0 0.262 0.253 3820 1400 400 662 279 L14, O1, R11

HFC-356pcc CH3CF2CF2CHF2 119450-66-7 10.8 11.4 227 0 0.276 0.264 3440 1140 326 412 218 L14, O1, R11

HFC-356mcf CH2FCH2CF2CF3 161791-33-9 1.2 1.22 1.26 39.6 0 0.268 0.208 367 102 29 23 18 L14, O1, R11

HFC-356mee CH2FCHFCHFCF3 119450-67-8 2.21 2.28 65.9 0 0.258 0.22 701 195 56 44 35 L14, O1, R11

HFC-356pce CH2FCHFCF2CHF2 119450-68-9 2.87 2.98 82.1 0 0.247 0.218 901 251 72 56 46 L14, O1, R11

HFC-356mfc CH2FCF2CH2CF3 76546-55-9 4.84 5.03 125 0 0.272 0.25 1710 486 139 112 89 L14, O1, R11

HFC-356pec CH2FCF2CHFCHF2 114810-03-6 2.83 2.93 81 0 0.257 0.226 921 257 73 58 47 L14, O1, R11

HFC-356mef CHF2CH2CHFCF3 158421-88-6 2.71 2.81 78.3 0 0.303 0.265 1030 288 82 65 52 L14, O1, R11

HFC-356mfe CHF2CHFCH2CF3 76523-98-3 3.05 3.16 86.4 0 0.298 0.264 1160 323 92 73 59 L14, O1, R11

HFC-356pcf CHF2CH2CF2CHF2 119450-69-0 5.43 5.66 137 0 0.293 0.271 2060 591 168 139 109 L14, O1, R11

HFC-356pee CHF2CHFCHFCHF2 392-45-0 3.17 3.29 89.1 0 0.28 0.249 1140 317 90 71 58 L14, O1, R11

HFC-356mff CF3CH2CH2CF3 407-59-0 8.47 8.86 191 0 0.32 0.303 3330 1030 294 295 193 L14, O1, R11
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R: Radiative Metrics

HFC-356qcc CH2FCF2CF2CH2F 114810-02-5 7.03 7.34 167 0 0.252 0.237 2250 669 191 171 124 L14, O1, R11

HFC-365mcf CH3CH2CF2CF3 37826-35-0 1.64 1.69 50.4 0 0.229 0.187 497 138 39 31 25 L14, O1, R11

HFC-365mee CH3CHFCHFCF3 161791-22-6 1.09 1.12 35.6 0 0.233 0.176 311 86 25 19 16 L14, O1, R11

HFC-365pce CH3CHFCF2CHF2 158421-89-7 4.35 4.52 112 0 0.22 0.201 1400 394 112 90 72 L14, O1, R11

HFC-365pec CH3CF2CHFCHF2 119450-71-4 5.44 5.67 132 0 0.226 0.209 1790 512 146 120 94 L14, O1, R11

HFC-365qcc CH3CF2CF2CH2F 119450-72-5 10.1 10.6 205 0 0.233 0.222 3110 1010 288 339 191 L14, O1, R11

HFC-365mfc CH3CF2CH2CF3 406-58-6 1.1 ppt 8.9 8.86 9.3 188 0 0.24 0.243 3100 969 276 288 182 A4, L14, O1, R2

HFC-365mef CH2FCH2CHFCF3 161791-23-7 1.07 1.1 35 0 0.244 0.184 319 89 25 20 16 L14, O1, R11

HFC-365pcf CH2FCH2CF2CHF2 161791-25-9 1.26 1.3 40.3 0 0.231 0.18 367 102 29 23 18 L14, O1, R11

HFC-365mfe CH2FCHFCH2CF3 161791-24-8 0.841 0.867 28.5 0 0.232 0.165 225 62 18 14 11 L14, O1, R11

HFC-365qee CH2FCHFCHFCHF2 157016-17-6 1.96 2.03 58.8 0 0.206 0.173 549 153 44 34 28 L14, O1, R11

HFC-365pfc CH2FCF2CH2CHF2 119450-76-9 3.28 3.4 89.4 0 0.232 0.207 1090 306 87 69 56 L14, O1, R11

HFC-365qce CH2FCF2CHFCH2F 119450-75-8 2.07 2.15 61.6 0 0.192 0.162 543 151 43 34 27 L14, O1, R11

HFC-365mff CHF2CH2CH2CF3 161879-85-2 3.32 3.44 90.3 0 0.276 0.246 1320 368 105 83 67 L14, O1, R11

HFC-365pef CHF2CH2CHFCHF2 119450-77-0 2.14 2.22 63.2 0 0.248 0.211 731 203 58 45 37 L14, O1, R11

HFC-374mef CF3CHFCH2CH3 161791-15-7 0.629 0.648 22 0 0.209 0.136 158 44 12 10 8 L14, O1, R11

HFC-374mfe CF3CH2CHFCH3 86884-13-1 0.492 0.504 20 0 0.209 0.125 113 32 9 7 6 L14, O1, R11

HFC-374mff CF3CH2CH2CH2F 83234-21-3 0.212 0.214 20 0 0.182 0.075 29 8 2 2 1 L14, O1, R11

HFC-374pcf CHF2CF2CH2CH3 143969-51-1 0.788 0.812 26.8 0 0.189 0.132 192 53 15 12 10 L14, O1, R11

HFC-374pee CHF2CHFCHFCH3 161791-16-8 0.908 0.936 30.2 0 0.169 0.122 204 57 16 13 10 L14, O1, R11

HFC-374pef CHF2CHFCH2CH2F 161791-17-9 0.862 0.889 28.9 0 0.189 0.135 215 60 17 13 11 L14, O1, R11

HFC-374pfc CHF2CH2CF2CH3 625-09-2 3 3.119 81.6 0 0.201 0.177 976 272 78 61 50 L14, O1, R11

HFC-374pfe CHF2CH2CHFCH2F 161791-18-0 0.75 0.772 25.6 0 0.176 0.121 167 47 13 10 8 L14, O1, R11

HFC-374qce CH2FCF2CHFCH3 161791-20-4 1.54 1.59 47.2 0 0.171 0.139 395 110 31 24 20 L14, O1, R11

HFC-374qec CH2FCHFCF2CH3 161791-19-1 2.29 2.37 65.7 0 0.174 0.149 628 175 50 39 32 L14, O1, R11

HFC-374qcf CH2FCF2CH2CH2F 161791-21-5 1.07 1.11 34.8 0 0.174 0.131 259 72 20 16 13 L14, O1, R11

HFC-374qee CH2FCHFCHFCH2F 119382-47-7 1.2 1.24 38.4 0 0.147 0.114 252 70 20 16 13 L14, O1, R11

HFC-374scc CH3CF2CF2CH3 421-74-9 17.6 18.8 268 0 0.221 0.215 4690 1930 553 1180 426 L14, O1, R11

HFC-374pff CHF2CH2CH2CHF2 161879-84-1 1.38 1.43 43.3 0 0.21 0.167 425 118 34 26 21 L14, O1, R11

HFC-383m CH3CH2CH2CF3 460-34-4 0.192 0.194 20 0 0.166 0.064 26 7 2 2 1 L14, O1, R11

HFC-383pe CHF2CHFCH2CH3 66675-41-0 0.483 0.495 20 0 0.147 0.088 91 25 7 6 5 L14, O1, R11

HFC-383pfe CHF2CH2CHFCH3 66675-42-1 0.445 0.455 20 0 0.16 0.093 89 25 7 5 4 L14, O1, R11

HFC-383pff CHF2CH2CH2CH2F 66587-70-0 0.198 0.2 20 0 0.248 0.098 42 12 3 3 2 L14, O1, R11

HFC-383qcf CH2FCF2CH2CH3 66587-71-1 1.22 1.26 38.4 0 0.137 0.106 277 77 22 17 14 L14, O1, R11

HFC-383qee CH2FCHFCHFCH3 66587-72-2 0.365 0.372 20 0 0.119 0.064 50 14 4 3 3 L14, O1, R11

HFC-383qef CH2FCHFCH2CH2F 66587-73-3 0.491 0.503 20 0 0.115 0.069 73 20 6 4 4 L14, O1, R11

HFC-383qfc CH2FCH2CF2CH3 66587-74-4 1.1 1.14 35.3 0 0.14 0.106 250 69 20 15 13 L14, O1, R11

HFC-383sce CH3CF2CHFCH3 66587-75-5 1.19 1.23 37.8 0 0.151 0.116 295 82 23 18 15 L14, O1, R11

HFC-392pff CH3CH2CH2CHF2 2358-38-5 0.166 0.167 20 0 0.094 0.034 14 4 1 <1 <1 L14, O1, R11

HFC-392qef CH3CH2CHFCH2F 686-65-7 0.275 0.279 20 0 0.078 0.037 26 7 2 2 1 L14, O1, R11

HFC-392qfe CH3CHFCH2CH2F 691-42-9 0.311 0.316 20 0 0.087 0.043 34 9 3 2 2 L14, O1, R11

HFC-392qff CH2FCH2CH2CH2F 372-90-7 0.106 0.106 20 0 0.098 0.026 7 2 <1 <1 <1 L14, O1, R11

HFC-392scf CH3CH2CF2CH3 353-81-1 0.779 0.803 26.1 0 0.114 0.08 159 44 13 10 8 L14, O1, R11

HFC-392see CH3CHFCHFCH3 666-21-7 0.279 0.283 20 0 0.094 0.044 31 9 2 2 2 L14, O1, R11

HFC-3-10-1q CH3CH2CH2CH2F 2366-52-1 0.081 0.081 20 0 0.05 0.011 3 <1 <1 <1 <1 L14, O1, R11

HFC-3-10-1se CH3CH2CHFCH3 359-01-3 0.103 0.104 20 0 0.051 0.013 4 1 <1 <1 <1 L14, O1, R11

HFC-b-329my CHF2CF(CF3)CF3 59571-40-3 23.7 24.8 523 0 0.319 0.311 4530 2200 637 1700 606 L14, O1, R11

HFC-b-329mz CF3CH(CF3)CF3 382-24-1 589 740 2879 0 0.313 0.312 6600 8600 9080 9010 9890 L14, O1, R11

HFC-b-338mz CHF2CH(CF3)CF3 382-20-7 15.2 15.9 334 0 0.342 0.33 4320 1650 472 868 340 L14, O1, R11
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HFC-356qcc CH2FCF2CF2CH2F 114810-02-5 7.03 7.34 167 0 0.252 0.237 2250 669 191 171 124 L14, O1, R11

HFC-365mcf CH3CH2CF2CF3 37826-35-0 1.64 1.69 50.4 0 0.229 0.187 497 138 39 31 25 L14, O1, R11

HFC-365mee CH3CHFCHFCF3 161791-22-6 1.09 1.12 35.6 0 0.233 0.176 311 86 25 19 16 L14, O1, R11

HFC-365pce CH3CHFCF2CHF2 158421-89-7 4.35 4.52 112 0 0.22 0.201 1400 394 112 90 72 L14, O1, R11

HFC-365pec CH3CF2CHFCHF2 119450-71-4 5.44 5.67 132 0 0.226 0.209 1790 512 146 120 94 L14, O1, R11

HFC-365qcc CH3CF2CF2CH2F 119450-72-5 10.1 10.6 205 0 0.233 0.222 3110 1010 288 339 191 L14, O1, R11

HFC-365mfc CH3CF2CH2CF3 406-58-6 1.1 ppt 8.9 8.86 9.3 188 0 0.24 0.243 3100 969 276 288 182 A4, L14, O1, R2

HFC-365mef CH2FCH2CHFCF3 161791-23-7 1.07 1.1 35 0 0.244 0.184 319 89 25 20 16 L14, O1, R11

HFC-365pcf CH2FCH2CF2CHF2 161791-25-9 1.26 1.3 40.3 0 0.231 0.18 367 102 29 23 18 L14, O1, R11

HFC-365mfe CH2FCHFCH2CF3 161791-24-8 0.841 0.867 28.5 0 0.232 0.165 225 62 18 14 11 L14, O1, R11

HFC-365qee CH2FCHFCHFCHF2 157016-17-6 1.96 2.03 58.8 0 0.206 0.173 549 153 44 34 28 L14, O1, R11

HFC-365pfc CH2FCF2CH2CHF2 119450-76-9 3.28 3.4 89.4 0 0.232 0.207 1090 306 87 69 56 L14, O1, R11

HFC-365qce CH2FCF2CHFCH2F 119450-75-8 2.07 2.15 61.6 0 0.192 0.162 543 151 43 34 27 L14, O1, R11

HFC-365mff CHF2CH2CH2CF3 161879-85-2 3.32 3.44 90.3 0 0.276 0.246 1320 368 105 83 67 L14, O1, R11

HFC-365pef CHF2CH2CHFCHF2 119450-77-0 2.14 2.22 63.2 0 0.248 0.211 731 203 58 45 37 L14, O1, R11

HFC-374mef CF3CHFCH2CH3 161791-15-7 0.629 0.648 22 0 0.209 0.136 158 44 12 10 8 L14, O1, R11

HFC-374mfe CF3CH2CHFCH3 86884-13-1 0.492 0.504 20 0 0.209 0.125 113 32 9 7 6 L14, O1, R11

HFC-374mff CF3CH2CH2CH2F 83234-21-3 0.212 0.214 20 0 0.182 0.075 29 8 2 2 1 L14, O1, R11

HFC-374pcf CHF2CF2CH2CH3 143969-51-1 0.788 0.812 26.8 0 0.189 0.132 192 53 15 12 10 L14, O1, R11

HFC-374pee CHF2CHFCHFCH3 161791-16-8 0.908 0.936 30.2 0 0.169 0.122 204 57 16 13 10 L14, O1, R11

HFC-374pef CHF2CHFCH2CH2F 161791-17-9 0.862 0.889 28.9 0 0.189 0.135 215 60 17 13 11 L14, O1, R11

HFC-374pfc CHF2CH2CF2CH3 625-09-2 3 3.119 81.6 0 0.201 0.177 976 272 78 61 50 L14, O1, R11

HFC-374pfe CHF2CH2CHFCH2F 161791-18-0 0.75 0.772 25.6 0 0.176 0.121 167 47 13 10 8 L14, O1, R11

HFC-374qce CH2FCF2CHFCH3 161791-20-4 1.54 1.59 47.2 0 0.171 0.139 395 110 31 24 20 L14, O1, R11

HFC-374qec CH2FCHFCF2CH3 161791-19-1 2.29 2.37 65.7 0 0.174 0.149 628 175 50 39 32 L14, O1, R11

HFC-374qcf CH2FCF2CH2CH2F 161791-21-5 1.07 1.11 34.8 0 0.174 0.131 259 72 20 16 13 L14, O1, R11

HFC-374qee CH2FCHFCHFCH2F 119382-47-7 1.2 1.24 38.4 0 0.147 0.114 252 70 20 16 13 L14, O1, R11

HFC-374scc CH3CF2CF2CH3 421-74-9 17.6 18.8 268 0 0.221 0.215 4690 1930 553 1180 426 L14, O1, R11

HFC-374pff CHF2CH2CH2CHF2 161879-84-1 1.38 1.43 43.3 0 0.21 0.167 425 118 34 26 21 L14, O1, R11

HFC-383m CH3CH2CH2CF3 460-34-4 0.192 0.194 20 0 0.166 0.064 26 7 2 2 1 L14, O1, R11

HFC-383pe CHF2CHFCH2CH3 66675-41-0 0.483 0.495 20 0 0.147 0.088 91 25 7 6 5 L14, O1, R11

HFC-383pfe CHF2CH2CHFCH3 66675-42-1 0.445 0.455 20 0 0.16 0.093 89 25 7 5 4 L14, O1, R11

HFC-383pff CHF2CH2CH2CH2F 66587-70-0 0.198 0.2 20 0 0.248 0.098 42 12 3 3 2 L14, O1, R11

HFC-383qcf CH2FCF2CH2CH3 66587-71-1 1.22 1.26 38.4 0 0.137 0.106 277 77 22 17 14 L14, O1, R11

HFC-383qee CH2FCHFCHFCH3 66587-72-2 0.365 0.372 20 0 0.119 0.064 50 14 4 3 3 L14, O1, R11

HFC-383qef CH2FCHFCH2CH2F 66587-73-3 0.491 0.503 20 0 0.115 0.069 73 20 6 4 4 L14, O1, R11

HFC-383qfc CH2FCH2CF2CH3 66587-74-4 1.1 1.14 35.3 0 0.14 0.106 250 69 20 15 13 L14, O1, R11

HFC-383sce CH3CF2CHFCH3 66587-75-5 1.19 1.23 37.8 0 0.151 0.116 295 82 23 18 15 L14, O1, R11

HFC-392pff CH3CH2CH2CHF2 2358-38-5 0.166 0.167 20 0 0.094 0.034 14 4 1 <1 <1 L14, O1, R11

HFC-392qef CH3CH2CHFCH2F 686-65-7 0.275 0.279 20 0 0.078 0.037 26 7 2 2 1 L14, O1, R11

HFC-392qfe CH3CHFCH2CH2F 691-42-9 0.311 0.316 20 0 0.087 0.043 34 9 3 2 2 L14, O1, R11

HFC-392qff CH2FCH2CH2CH2F 372-90-7 0.106 0.106 20 0 0.098 0.026 7 2 <1 <1 <1 L14, O1, R11

HFC-392scf CH3CH2CF2CH3 353-81-1 0.779 0.803 26.1 0 0.114 0.08 159 44 13 10 8 L14, O1, R11

HFC-392see CH3CHFCHFCH3 666-21-7 0.279 0.283 20 0 0.094 0.044 31 9 2 2 2 L14, O1, R11

HFC-3-10-1q CH3CH2CH2CH2F 2366-52-1 0.081 0.081 20 0 0.05 0.011 3 <1 <1 <1 <1 L14, O1, R11

HFC-3-10-1se CH3CH2CHFCH3 359-01-3 0.103 0.104 20 0 0.051 0.013 4 1 <1 <1 <1 L14, O1, R11

HFC-b-329my CHF2CF(CF3)CF3 59571-40-3 23.7 24.8 523 0 0.319 0.311 4530 2200 637 1700 606 L14, O1, R11

HFC-b-329mz CF3CH(CF3)CF3 382-24-1 589 740 2879 0 0.313 0.312 6600 8600 9080 9010 9890 L14, O1, R11

HFC-b-338mz CHF2CH(CF3)CF3 382-20-7 15.2 15.9 334 0 0.342 0.33 4320 1650 472 868 340 L14, O1, R11
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HFC-b-338py CHF2CF(CF3)CHF2 65781-21-7 11.4 11.8 268 0 0.333 0.319 3540 1200 342 458 230 L14, O1, R11

HFC-b-338mym CH2FCF(CF3)CF3 65781-19-3 14.6 15.3 325 0 0.285 0.275 3520 1320 378 665 268 L14, O1, R11

HFC-b-347mym CH3CF(CF3)CF3 662-00-0 36.8 39.5 529 0 0.306 0.3 5960 3720 1140 3530 1570 L14, O1, R11

HFC-b-347mzm CH2FCH(CF3)CF3 2794-16-3 4.66 4.83 125 0 0.295 0.271 1620 457 130 105 84 L14, O1, R11

HFC-b-347myp CH2FCF(CF3)CHF2 65781-22-8 8.7 9.08 205 0 0.24 0.269 2720 847 242 248 159 L14, O1, R11

HFC-b-347mzp CHF2CH(CF3)CHF2 65781-25-1 7.04 7.33 174 0 0.356 0.334 2870 851 243 217 158 L14, O1, R11

HFC-b-347pyp CHF2CF(CHF2)CHF2 65781-24-0 7.39 7.71 181 0 0.333 0.314 2800 840 240 220 156 L14, O1, R11

HFC-b-356mzm CH3CH(CF3)CF3 382-09-2 12 12.6 244 0 0.287 0.275 3830 1320 378 535 256 L14, O1, R11

HFC-b-356myp CH3CF(CF3)CHF2 65781-20-6 10.8 11.4 227 0 0.315 0.301 3930 1300 372 469 249 L14, O1, R11

HFC-b-356mzp CH2FCH(CF3)CHF2 32931-17-2 3.52 3.65 96.9 0 0.291 0.261 1320 369 105 84 67 L14, O1, R11

HFC-b-356myq CH2FCF(CF3)CH2F 161791-34-0 7.03 7.34 167 0 0.264 0.248 2360 700 200 178 130 L14, O1, R11

HFC-b-356pzp CHF2CH(CHF2)CHF2 138507-15-0 4.58 4.76 120 0 0.328 0.301 1960 553 158 127 102 L14, O1, R11

HFC-b-356pyp CH2FCF(CHF2)CHF2 35274-04-5 6.15 6.41 151 0 0.281 0.263 2230 649 185 157 120 L14, O1, R11

HFC-b-365mzp CH3CH(CF3)CHF2 381-95-3 3.52 3.65 94.5 0 0.275 0.246 1390 390 111 88 71 L14, O1, R11

HFC-b-365myq CH3CF(CF3)CH2F 119450-80-5 3.67 3.81 97.8 0 0.24 0.216 1270 357 102 81 65 L14, O1, R11

HFC-b-365pyp CH3CF(CHF2)CHF2 65781-23-9 6.25 6.53 147 0 0.278 0.259 2500 729 208 177 135 L14, O1, R11

HFC-b-365mzq CH2FCH(CF3)CH2F 161791-30-6 0.698 0.718 24.2 0 0.214 0.144 163 45 13 10 8 L14, O1, R11

HFC-b-365pzp CH2FCH(CHF2)CHF2 32864-57-6 2.6 2.69 74.1 0 0.273 0.238 1000 279 79 62 51 L14, O1, R11

HFC-b-365pyq CHF2CF(CH2F)CH2F 65781-27-3 4.01 4.17 105 0 0.206 0.187 1200 338 96 77 62 L14, O1, R11

HFC-b-374my CF3CF(CH3)CH3 154381-59-6 6.42 6.72 144 0 0.224 0.209 2350 687 196 169 127 L14, O1, R11

HFC-b-374mz CF3CH(CH3)CFH2 161791-27-1 0.969 1 32 0 0.195 0.144 257 71 20 16 13 L14, O1, R11

HFC-b-374py CHF2CF(CH3)CH2F 65781-26-2 2.92 3.03 79.7 0 0.189 0.167 896 250 71 56 46 L14, O1, R11

HFC-b-374pzp CHF2CH(CH3)CHF2 161791-28-2 1.93 2 57.2 0 0.222 0.186 661 184 52 41 33 L14, O1, R11

HFC-b-374qyq CH2FCF(CH2F)CH2F 65781-28-4 4.59 4.78 13 0 0.152 0.14 1170 329 94 76 60 L14, O1, R11

HFC-b-374pzq CHF2CH(CH2F)CH2F 161791-29-3 1.64 1.7 49.9 0 0.177 0.145 438 122 35 27 22 L14, O1, R11

HFC-b-383mz CF3CH(CH3)CH3 1550-49-8 0.988 1.02 32.2 0 0.184 0.136 288 80 23 18 14 L14, O1, R11

HFC-b-383py CHF2CF(CH3)CH3 66587-76-6 3.8 3.96 95.4 0 0.162 0.146 1180 330 94 75 60 L14, O1, R11

HFC-b-383pz CHF2CH(CH3)CH2F 66587-77-7 0.678 0.699 23.3 0 0.142 0.095 138 38 11 8 7 L14, O1, R11

HFC-b-383qy CH2FCF(CH3)CH2F 161791-26-0 2.36 2.44 66 0 0.127 0.109 550 153 44 34 28 L14, O1, R11

HFC-b-383qzq CH2FCH(CH2F)CH2F 66675-40-9 1.02 1.05 33.1 0 0.105 0.079 172 48 14 11 9 L14, O1, R11

HFC-b-392qy CH2FCF(CH3)CH3 62126-92-5 1.2 1.24 37.5 0 0.093 0.072 220 61 17 14 11 L14, O1, R11

HFC-b-392qz CH2FCH(CH3)CH2F 62126-93-6 0.33 0.336 20 0 0.075 0.038 32 9 3 2 2 L14, O1, R11

HFC-b-392pz CHF2CH(CH3)CH3 62126-91-4 0.308 0.313 20 0 0.139 0.069 54 15 4 3 3 L14, O1, R11

HFC-b-3-10-1q CH2FCH(CH3)CH3 359-00-2 0.088 0.089 20 0 0.039 0.009 2 <1 <1 <1 <1 L14, O1, R11

HFC-b-3-10-1sy CH3CF(CH3)CH3 353-61-7 1.2 1.25 37.4 0 0.05 0.039 147 41 12 9 7 L14, O1, R11

HFC-43-10mee CF3CHFCHFCF2CF3 138495-42-8 0.30 ppt 17 17 17.9 360 0 0.369 0.359 3980 1610 460 948 348 A4, L2, O1, R2

HFC-458mfcf CF3CH2CF2CH2CF3 – 23.8 23.8 25.4 372 0 0.521 0.508 7550 3670 1060 2850 1020 L2, O1, R6

1,1,2,2,3,3,4-heptafluorocyclo-
pentane cyclo-CF2CF2CF2CHFCH2- 15290-77-4 3.15 3.26 90.7 0 0.28 0.253 971 271 77 61 49 L18, O1, R15

trans-1H,2H-octafluorocyclopen-
tane trans- cyclo-CF2CF2CF2CHFCHF- 158389-18-5 3.69 3.82 106 0 0.29 0.266 1090 306 87 69 56 L18, O1, R15

1-Fluorohexane n-C6H13F 373-14-8 28.5 33 209 0 0.041 0.041 1340 723 213 622 238 L19, O1, R2

Fluorobenzene  C6H5F 462-06-6 0.059 0.059 20 0 0.065 0.012 2 <1 <1 <1 <<1 L3, O1, R2

HFC-55-10mcff CF3CF2CH2CH2CF2CF3 – 7.7 7.66 8 178 0 0.59 0.557 3540 1070 305 286 199 L2, O1, R6

HFC-52-13p CHF2CF2CF2CF2CF2CF3 355-37-3 35.2 35.1 37 659 0 0.593 0.582 6570 3990 1210 3730 1610 L2, O1, R6

1,1,2,2,3,3-hexafluorocyclopen-
tane cyclo-CF2CF2CF2CH2CH2- 123768-18-3 1.79 1.85 55.2 0 0.248 0.21 506 141 40 31 26 L20, O1, R16

HFC-72-17p CHF2CF2CF2CF2CF2CF2CF2CF3 – 23.8 23.8 24.9 525 0 0.765 0.746 5700 2770 804 2150 768 L2, O1, R6

Unsaturated Hydrofluorocarbons

HFO-1141 CH2=CHF 75-02-5 2.5 days (1.4–3.1 days) 2.5 days (1.4–3.1 days) 2.5 days – 0 0.089 2.47E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R2
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R: Radiative Metrics

HFC-b-338py CHF2CF(CF3)CHF2 65781-21-7 11.4 11.8 268 0 0.333 0.319 3540 1200 342 458 230 L14, O1, R11

HFC-b-338mym CH2FCF(CF3)CF3 65781-19-3 14.6 15.3 325 0 0.285 0.275 3520 1320 378 665 268 L14, O1, R11

HFC-b-347mym CH3CF(CF3)CF3 662-00-0 36.8 39.5 529 0 0.306 0.3 5960 3720 1140 3530 1570 L14, O1, R11

HFC-b-347mzm CH2FCH(CF3)CF3 2794-16-3 4.66 4.83 125 0 0.295 0.271 1620 457 130 105 84 L14, O1, R11

HFC-b-347myp CH2FCF(CF3)CHF2 65781-22-8 8.7 9.08 205 0 0.24 0.269 2720 847 242 248 159 L14, O1, R11

HFC-b-347mzp CHF2CH(CF3)CHF2 65781-25-1 7.04 7.33 174 0 0.356 0.334 2870 851 243 217 158 L14, O1, R11

HFC-b-347pyp CHF2CF(CHF2)CHF2 65781-24-0 7.39 7.71 181 0 0.333 0.314 2800 840 240 220 156 L14, O1, R11

HFC-b-356mzm CH3CH(CF3)CF3 382-09-2 12 12.6 244 0 0.287 0.275 3830 1320 378 535 256 L14, O1, R11

HFC-b-356myp CH3CF(CF3)CHF2 65781-20-6 10.8 11.4 227 0 0.315 0.301 3930 1300 372 469 249 L14, O1, R11

HFC-b-356mzp CH2FCH(CF3)CHF2 32931-17-2 3.52 3.65 96.9 0 0.291 0.261 1320 369 105 84 67 L14, O1, R11

HFC-b-356myq CH2FCF(CF3)CH2F 161791-34-0 7.03 7.34 167 0 0.264 0.248 2360 700 200 178 130 L14, O1, R11

HFC-b-356pzp CHF2CH(CHF2)CHF2 138507-15-0 4.58 4.76 120 0 0.328 0.301 1960 553 158 127 102 L14, O1, R11

HFC-b-356pyp CH2FCF(CHF2)CHF2 35274-04-5 6.15 6.41 151 0 0.281 0.263 2230 649 185 157 120 L14, O1, R11

HFC-b-365mzp CH3CH(CF3)CHF2 381-95-3 3.52 3.65 94.5 0 0.275 0.246 1390 390 111 88 71 L14, O1, R11

HFC-b-365myq CH3CF(CF3)CH2F 119450-80-5 3.67 3.81 97.8 0 0.24 0.216 1270 357 102 81 65 L14, O1, R11

HFC-b-365pyp CH3CF(CHF2)CHF2 65781-23-9 6.25 6.53 147 0 0.278 0.259 2500 729 208 177 135 L14, O1, R11

HFC-b-365mzq CH2FCH(CF3)CH2F 161791-30-6 0.698 0.718 24.2 0 0.214 0.144 163 45 13 10 8 L14, O1, R11

HFC-b-365pzp CH2FCH(CHF2)CHF2 32864-57-6 2.6 2.69 74.1 0 0.273 0.238 1000 279 79 62 51 L14, O1, R11

HFC-b-365pyq CHF2CF(CH2F)CH2F 65781-27-3 4.01 4.17 105 0 0.206 0.187 1200 338 96 77 62 L14, O1, R11

HFC-b-374my CF3CF(CH3)CH3 154381-59-6 6.42 6.72 144 0 0.224 0.209 2350 687 196 169 127 L14, O1, R11

HFC-b-374mz CF3CH(CH3)CFH2 161791-27-1 0.969 1 32 0 0.195 0.144 257 71 20 16 13 L14, O1, R11

HFC-b-374py CHF2CF(CH3)CH2F 65781-26-2 2.92 3.03 79.7 0 0.189 0.167 896 250 71 56 46 L14, O1, R11

HFC-b-374pzp CHF2CH(CH3)CHF2 161791-28-2 1.93 2 57.2 0 0.222 0.186 661 184 52 41 33 L14, O1, R11

HFC-b-374qyq CH2FCF(CH2F)CH2F 65781-28-4 4.59 4.78 13 0 0.152 0.14 1170 329 94 76 60 L14, O1, R11

HFC-b-374pzq CHF2CH(CH2F)CH2F 161791-29-3 1.64 1.7 49.9 0 0.177 0.145 438 122 35 27 22 L14, O1, R11

HFC-b-383mz CF3CH(CH3)CH3 1550-49-8 0.988 1.02 32.2 0 0.184 0.136 288 80 23 18 14 L14, O1, R11

HFC-b-383py CHF2CF(CH3)CH3 66587-76-6 3.8 3.96 95.4 0 0.162 0.146 1180 330 94 75 60 L14, O1, R11

HFC-b-383pz CHF2CH(CH3)CH2F 66587-77-7 0.678 0.699 23.3 0 0.142 0.095 138 38 11 8 7 L14, O1, R11

HFC-b-383qy CH2FCF(CH3)CH2F 161791-26-0 2.36 2.44 66 0 0.127 0.109 550 153 44 34 28 L14, O1, R11

HFC-b-383qzq CH2FCH(CH2F)CH2F 66675-40-9 1.02 1.05 33.1 0 0.105 0.079 172 48 14 11 9 L14, O1, R11

HFC-b-392qy CH2FCF(CH3)CH3 62126-92-5 1.2 1.24 37.5 0 0.093 0.072 220 61 17 14 11 L14, O1, R11

HFC-b-392qz CH2FCH(CH3)CH2F 62126-93-6 0.33 0.336 20 0 0.075 0.038 32 9 3 2 2 L14, O1, R11

HFC-b-392pz CHF2CH(CH3)CH3 62126-91-4 0.308 0.313 20 0 0.139 0.069 54 15 4 3 3 L14, O1, R11

HFC-b-3-10-1q CH2FCH(CH3)CH3 359-00-2 0.088 0.089 20 0 0.039 0.009 2 <1 <1 <1 <1 L14, O1, R11

HFC-b-3-10-1sy CH3CF(CH3)CH3 353-61-7 1.2 1.25 37.4 0 0.05 0.039 147 41 12 9 7 L14, O1, R11

HFC-43-10mee CF3CHFCHFCF2CF3 138495-42-8 0.30 ppt 17 17 17.9 360 0 0.369 0.359 3980 1610 460 948 348 A4, L2, O1, R2

HFC-458mfcf CF3CH2CF2CH2CF3 – 23.8 23.8 25.4 372 0 0.521 0.508 7550 3670 1060 2850 1020 L2, O1, R6

1,1,2,2,3,3,4-heptafluorocyclo-
pentane cyclo-CF2CF2CF2CHFCH2- 15290-77-4 3.15 3.26 90.7 0 0.28 0.253 971 271 77 61 49 L18, O1, R15

trans-1H,2H-octafluorocyclopen-
tane trans- cyclo-CF2CF2CF2CHFCHF- 158389-18-5 3.69 3.82 106 0 0.29 0.266 1090 306 87 69 56 L18, O1, R15

1-Fluorohexane n-C6H13F 373-14-8 28.5 33 209 0 0.041 0.041 1340 723 213 622 238 L19, O1, R2

Fluorobenzene  C6H5F 462-06-6 0.059 0.059 20 0 0.065 0.012 2 <1 <1 <1 <<1 L3, O1, R2

HFC-55-10mcff CF3CF2CH2CH2CF2CF3 – 7.7 7.66 8 178 0 0.59 0.557 3540 1070 305 286 199 L2, O1, R6

HFC-52-13p CHF2CF2CF2CF2CF2CF3 355-37-3 35.2 35.1 37 659 0 0.593 0.582 6570 3990 1210 3730 1610 L2, O1, R6

1,1,2,2,3,3-hexafluorocyclopen-
tane cyclo-CF2CF2CF2CH2CH2- 123768-18-3 1.79 1.85 55.2 0 0.248 0.21 506 141 40 31 26 L20, O1, R16

HFC-72-17p CHF2CF2CF2CF2CF2CF2CF2CF3 – 23.8 23.8 24.9 525 0 0.765 0.746 5700 2770 804 2150 768 L2, O1, R6

Unsaturated Hydrofluorocarbons

HFO-1141 CH2=CHF 75-02-5 2.5 days (1.4–3.1 days) 2.5 days (1.4–3.1 days) 2.5 days – 0 0.089 2.47E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R2
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(E)-HFO-1132, (E)-1,2-difluoro-
ethene (E)-CHF=CHF – 1.3 days 1.3 days – 0 0.157 2.46E-03 <<1 <<1 <<1 <<1 <<1 L21, O1, R6

(Z)-HFO-1132, (Z)-1,2-difluoro-
ethene (Z)-CHF=CHF – 1.6 days 1.6 days – 0 0.115 2.09E-03 <<1 <<1 <<1 <<1 <<1 L21, O1, R6

HFO-1132a CH2=CF2 75-38-7 4.6 days (3–5.7 days) 4.6 days (3–5.7 days) 4.6 day – 0 0.09 4.32E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R17

HFO-1123 CHF=CF2 359-11-5 1.4 days 1.5 days 1.5 days – 0 0.117 2.10E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R18

HFO-1261yf CH2=CFCH3 – 0.7 days 0.7 days – 0 0.093 8.32E-04 <<1 <<1 <<1 <<1 <<1 L22, O1, R6

HFO-1261zf, 3-fluoro-1-propene CH2FCH=CH2 818-92-8 0.8 days (0.5–1.0 days) 0.9 days (0.5–1.0 days) 0.9 days – 0 0.059 6.75E-04 <<1 <<1 <<1 <<1 <<1 L22, O1, R2

HFO-1243zf CF3CH=CH2 677-21-4 9 days (5.5–11 days) 9 days (5.5–11 days) 9 days – 0 0.177 0.0152 <1 <1 <<1 <<1 <<1 L2, O1, R2

(E)-HFO-1234ye (E)-CHF=CFCHF2 – <5 days 19 days 19 days – 0 0.242 0.0399 4 1 <1 <1 <1 L23, O1, R6

(Z)-HFO-1234ye (Z)-CHF=CFCHF2 – <5 days 10 days 10 days – 0 0.204 0.0187 1 <1 <<1 <<1 <<1 L23, O1, R6

(E)-HFO-1234ze (E)-CF3CH=CHF 29188-24-9 0.023 ppt 19 days (12.8–24 days) 19 days (12.8–24 days) 19 days – 0 0.284 0.0459 5 1 <1 <1 <1 A4, L2, O1, R2

(Z)-HFO-1234ze (Z)-CF3CH=CHF 29118-25-0 10.0 days 9.6 days 9.6 days – 0 0.209 0.0191 1 <1 <<1 <<1 <<1 L2, O1, R2

HFO-1234zc CF2=CHCHF2 – <5 days 5 days 5 days – 0 0.231 0.0121 <1 <<1 <<1 <<1 <<1 L24, O1, R6

HFO-1234yf CF3CF=CH2 754-12-1 0.026 ppt 12 days (8.4–16 days) 12 days (8.4–16 days) 12 days – 0 0.238 0.0268 2 <1 <1 <1 <<1 A4, L2, O1, R2

HFO-1234yc CF2=CFCH2F – ~2 days 2 days 2 days – 0 0.202 4.61E-03 <<1 <<1 <<1 <<1 <<1 L24, O1, R6

3,3,4,4-tetrafluorocyclobutene c-CH=CHCF2CF2- 2714-38-7 84 days 83 days 83 days – 0 0.231 0.101 44 12 3 3 2 L2, O1, R19

2,3,3,4,4-pentafluorocyclo-
but-1-ene c-CH=CFCF2CF2- 374-31-2 270 days 258 days 268 days 20 0 0.297 0.205 241 67 19 15 12 L2, O1, R19

(E)-HFO-1225ye (E)-CF3CF=CHF 5595-10-8 5.7 days (3.7–6.9 days) 5.7 days (3.7–6.9 days) 5.7 days – 0 0.259 0.0152 <1 <1 <<1 <<1 <<1 L2, O1, R2

(Z)-HFO-1225ye (Z)-CF3CF=CHF 5528-43-8 10 days (6.2–12 days) 10 days (6.2–12 days) 10 days – 0 0.265 2.48E-02 1 <1 <<1 <<1 <<1 L2, O1, R2

HFO-1225yc CF2=CFCHF2 – 1.6 days 1.6 days – 0 0.207 3.79E-03 <<1 <<1 <<1 <<1 <<1 L25, O1, R6

HFO-1225zc CF2=CHCF3 690-27-7 ~2 days 2 days 2 days – 0 0.371 8.47E-03 <<1 <<1 <<1 <<1 <<1 L24, O1, R6

HFO-1345zfc C2F5CH=CH2 374-27-6 9 days (5.8–11.4 days) 9 days (5.8–11.4 days) 9 days – 0 0.356 0.0168 <1 <1 <<1 <<1 <<1 L2, O1, R6

(E)-HFO-1336mzz (E)-CF3CH=CHCF3 – 122 days 121 days 121 days – 0 0.376 0.193 94 26 7 6 5 L2, O1, R20

(Z)-HFO-1336mzz (Z)-CF3CH=CHCF3 692-49-9 27 days (16.3–32 days) 27 days (16.3–32 days) 27 days – 0 0.393 0.0809 9 2 <1 <1 <1 L2, O1, R21

3,3,3-trifluoro-2-(trifluoromethyl)-
1-propene (CF3)2C=CH2 382-10-5 17 days 17 days – 0 0.341 0.0509 3 <1 <1 <1 <1 L26, O1, R2

HFO-1447fz CH2=CHCF2CF2CF3 355-08-8 9 days (6–10 days) 33 days 33 days – 0 0.396 0.0962 11 3 <1 <1 <1 L27, O1, R22

1,3,3,4,4,5,5-heptafluorocyclo-
pentene cyclo-CF2CF2CF2CF=CH- 1892-03-1 254 days 263 days 20 0 0.33 0.224 193 54 15 12 10 L28, O1, R23

(E)-HFO-1438mzz (E)-CF3CH=CHCF2CF3 – 122 days 120 days 122 days – 0 0.564 0.289 107 30 8 7 5 L29, O1, R6

(E)-HFO-1438ezy (E)-(CF3)2CFCH=CHF 14149-41-8 43 days 43 days 43 days – 0 0.325 0.0931 12 3 <1 <1 <1 L30, O1, R24

3,3,4,4,5,5,6,6,6-nonafluoro-
hex-1-ene C4F9CH=CH2 19430-93-4 9 days 9 days 9 days – 0 0.354 0.0314 <1 <1 <<1 <<1 <<1 L31, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,8-trideca-
fluorooct-1-ene (HFO-174-13fz) C6F13CH=CH2 25291-17-2 9 days 9 days 9 days – 0 0.396 0.0354 <1 <1 <<1 <<1 <<1 L31, O1, R2

3,3,4,4,5,5,6,6,7,7,8, 8,9,9,
10,10,10-heptadecafluoro-
dec-1-ene  (HFO-194-17fz)

C8F17CH=CH2 21652-58-4 9 days 9 days 9 days – 0 0.444 0.0397 <1 <1 <<1 <<1 <<1 L31, O1, R2

Chlorocarbons and Hydrochlorocarbons

Methyl chloroform CH3CCl3 71-55-6 1.4 ppt 5 5 6.1 38 0.12 0.07 0.0655 576 164 47 38 30 A2, L5, L11, O3, R2

Carbon tetrachloride CCl4 56-23-5 77.6 ppt 32 30 – 44 0.87 0.176 0.172 3870 2150 638 1890 744 A2, L11, L32, O3, O4, R2

Methyl chloride CH3Cl 74-87-3 549.4 ppt 0.9 0.9 1.57 30.4 0.015 0.00645 4.66E-03 20 6 2 1 1 A2, L5, L11, O3, R2

Methylene chloride CH2Cl2 75-09-2 45.7 ppt 180 days (95–1070 days) 176 days (95–1070 days) 181 days – – 0.048 0.0287 39 11 3 2 2 A2, L2, R2

Chloroform CHCl3 67-66-3 8.7 ppt 183 days (97–1145 days) 178 days (97–1145 days) 183 days – – 0.122 0.0731 72 20 6 4 4 A2, L2, R2

1,2-dichloroethane CH2ClCH2Cl 107-06-2 12.8 ppt 
(10.4–18.3) 82 days (41–555 days) 81.3 days (41–555 days) 82.1 days – – 0.02 8.64E-03 5 1 <1 <1 <1 A3, L2, R2

Chloroethane CH3CH2Cl 75-00-3 48 days (26–280 days) 47.6 days (26–280 days) 47.8 days – – 0.011 3.43E-03 2 <1 <1 <1 <<1 L2, R2

1,1-dichloroethane CH3CHCl2 75-34-3 134 days 134 days – – 0.028 0.0154 14 4 1 <1 <1 L3, R2

1,1,2-trichloroethane CH2ClCHCl2 79-00-5 83 days 84 days – – 0.05 0.0219 9 2 <1 <1 <1 L33, R2

1,1,1,2-tetrachloroethane CH2ClCCl3 630-20-6 3.39 3.85 28 – 0.103 0.0953 459 128 37 29 23 L34, R2

1,1,2,2-tetrachloroethane CHCl2CHCl2 79-34-5 145 days 148 days – – 0.096 0.0543 31 9 2 2 2 L34, R2
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(E)-HFO-1132, (E)-1,2-difluoro-
ethene (E)-CHF=CHF – 1.3 days 1.3 days – 0 0.157 2.46E-03 <<1 <<1 <<1 <<1 <<1 L21, O1, R6

(Z)-HFO-1132, (Z)-1,2-difluoro-
ethene (Z)-CHF=CHF – 1.6 days 1.6 days – 0 0.115 2.09E-03 <<1 <<1 <<1 <<1 <<1 L21, O1, R6

HFO-1132a CH2=CF2 75-38-7 4.6 days (3–5.7 days) 4.6 days (3–5.7 days) 4.6 day – 0 0.09 4.32E-03 <1 <<1 <<1 <<1 <<1 L2, O1, R17

HFO-1123 CHF=CF2 359-11-5 1.4 days 1.5 days 1.5 days – 0 0.117 2.10E-03 <<1 <<1 <<1 <<1 <<1 L2, O1, R18

HFO-1261yf CH2=CFCH3 – 0.7 days 0.7 days – 0 0.093 8.32E-04 <<1 <<1 <<1 <<1 <<1 L22, O1, R6

HFO-1261zf, 3-fluoro-1-propene CH2FCH=CH2 818-92-8 0.8 days (0.5–1.0 days) 0.9 days (0.5–1.0 days) 0.9 days – 0 0.059 6.75E-04 <<1 <<1 <<1 <<1 <<1 L22, O1, R2

HFO-1243zf CF3CH=CH2 677-21-4 9 days (5.5–11 days) 9 days (5.5–11 days) 9 days – 0 0.177 0.0152 <1 <1 <<1 <<1 <<1 L2, O1, R2

(E)-HFO-1234ye (E)-CHF=CFCHF2 – <5 days 19 days 19 days – 0 0.242 0.0399 4 1 <1 <1 <1 L23, O1, R6

(Z)-HFO-1234ye (Z)-CHF=CFCHF2 – <5 days 10 days 10 days – 0 0.204 0.0187 1 <1 <<1 <<1 <<1 L23, O1, R6

(E)-HFO-1234ze (E)-CF3CH=CHF 29188-24-9 0.023 ppt 19 days (12.8–24 days) 19 days (12.8–24 days) 19 days – 0 0.284 0.0459 5 1 <1 <1 <1 A4, L2, O1, R2

(Z)-HFO-1234ze (Z)-CF3CH=CHF 29118-25-0 10.0 days 9.6 days 9.6 days – 0 0.209 0.0191 1 <1 <<1 <<1 <<1 L2, O1, R2

HFO-1234zc CF2=CHCHF2 – <5 days 5 days 5 days – 0 0.231 0.0121 <1 <<1 <<1 <<1 <<1 L24, O1, R6

HFO-1234yf CF3CF=CH2 754-12-1 0.026 ppt 12 days (8.4–16 days) 12 days (8.4–16 days) 12 days – 0 0.238 0.0268 2 <1 <1 <1 <<1 A4, L2, O1, R2

HFO-1234yc CF2=CFCH2F – ~2 days 2 days 2 days – 0 0.202 4.61E-03 <<1 <<1 <<1 <<1 <<1 L24, O1, R6

3,3,4,4-tetrafluorocyclobutene c-CH=CHCF2CF2- 2714-38-7 84 days 83 days 83 days – 0 0.231 0.101 44 12 3 3 2 L2, O1, R19

2,3,3,4,4-pentafluorocyclo-
but-1-ene c-CH=CFCF2CF2- 374-31-2 270 days 258 days 268 days 20 0 0.297 0.205 241 67 19 15 12 L2, O1, R19

(E)-HFO-1225ye (E)-CF3CF=CHF 5595-10-8 5.7 days (3.7–6.9 days) 5.7 days (3.7–6.9 days) 5.7 days – 0 0.259 0.0152 <1 <1 <<1 <<1 <<1 L2, O1, R2

(Z)-HFO-1225ye (Z)-CF3CF=CHF 5528-43-8 10 days (6.2–12 days) 10 days (6.2–12 days) 10 days – 0 0.265 2.48E-02 1 <1 <<1 <<1 <<1 L2, O1, R2

HFO-1225yc CF2=CFCHF2 – 1.6 days 1.6 days – 0 0.207 3.79E-03 <<1 <<1 <<1 <<1 <<1 L25, O1, R6

HFO-1225zc CF2=CHCF3 690-27-7 ~2 days 2 days 2 days – 0 0.371 8.47E-03 <<1 <<1 <<1 <<1 <<1 L24, O1, R6

HFO-1345zfc C2F5CH=CH2 374-27-6 9 days (5.8–11.4 days) 9 days (5.8–11.4 days) 9 days – 0 0.356 0.0168 <1 <1 <<1 <<1 <<1 L2, O1, R6

(E)-HFO-1336mzz (E)-CF3CH=CHCF3 – 122 days 121 days 121 days – 0 0.376 0.193 94 26 7 6 5 L2, O1, R20

(Z)-HFO-1336mzz (Z)-CF3CH=CHCF3 692-49-9 27 days (16.3–32 days) 27 days (16.3–32 days) 27 days – 0 0.393 0.0809 9 2 <1 <1 <1 L2, O1, R21

3,3,3-trifluoro-2-(trifluoromethyl)-
1-propene (CF3)2C=CH2 382-10-5 17 days 17 days – 0 0.341 0.0509 3 <1 <1 <1 <1 L26, O1, R2

HFO-1447fz CH2=CHCF2CF2CF3 355-08-8 9 days (6–10 days) 33 days 33 days – 0 0.396 0.0962 11 3 <1 <1 <1 L27, O1, R22

1,3,3,4,4,5,5-heptafluorocyclo-
pentene cyclo-CF2CF2CF2CF=CH- 1892-03-1 254 days 263 days 20 0 0.33 0.224 193 54 15 12 10 L28, O1, R23

(E)-HFO-1438mzz (E)-CF3CH=CHCF2CF3 – 122 days 120 days 122 days – 0 0.564 0.289 107 30 8 7 5 L29, O1, R6

(E)-HFO-1438ezy (E)-(CF3)2CFCH=CHF 14149-41-8 43 days 43 days 43 days – 0 0.325 0.0931 12 3 <1 <1 <1 L30, O1, R24

3,3,4,4,5,5,6,6,6-nonafluoro-
hex-1-ene C4F9CH=CH2 19430-93-4 9 days 9 days 9 days – 0 0.354 0.0314 <1 <1 <<1 <<1 <<1 L31, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,8-trideca-
fluorooct-1-ene (HFO-174-13fz) C6F13CH=CH2 25291-17-2 9 days 9 days 9 days – 0 0.396 0.0354 <1 <1 <<1 <<1 <<1 L31, O1, R2

3,3,4,4,5,5,6,6,7,7,8, 8,9,9,
10,10,10-heptadecafluoro-
dec-1-ene  (HFO-194-17fz)

C8F17CH=CH2 21652-58-4 9 days 9 days 9 days – 0 0.444 0.0397 <1 <1 <<1 <<1 <<1 L31, O1, R2

Chlorocarbons and Hydrochlorocarbons

Methyl chloroform CH3CCl3 71-55-6 1.4 ppt 5 5 6.1 38 0.12 0.07 0.0655 576 164 47 38 30 A2, L5, L11, O3, R2

Carbon tetrachloride CCl4 56-23-5 77.6 ppt 32 30 – 44 0.87 0.176 0.172 3870 2150 638 1890 744 A2, L11, L32, O3, O4, R2

Methyl chloride CH3Cl 74-87-3 549.4 ppt 0.9 0.9 1.57 30.4 0.015 0.00645 4.66E-03 20 6 2 1 1 A2, L5, L11, O3, R2

Methylene chloride CH2Cl2 75-09-2 45.7 ppt 180 days (95–1070 days) 176 days (95–1070 days) 181 days – – 0.048 0.0287 39 11 3 2 2 A2, L2, R2

Chloroform CHCl3 67-66-3 8.7 ppt 183 days (97–1145 days) 178 days (97–1145 days) 183 days – – 0.122 0.0731 72 20 6 4 4 A2, L2, R2

1,2-dichloroethane CH2ClCH2Cl 107-06-2 12.8 ppt 
(10.4–18.3) 82 days (41–555 days) 81.3 days (41–555 days) 82.1 days – – 0.02 8.64E-03 5 1 <1 <1 <1 A3, L2, R2

Chloroethane CH3CH2Cl 75-00-3 48 days (26–280 days) 47.6 days (26–280 days) 47.8 days – – 0.011 3.43E-03 2 <1 <1 <1 <<1 L2, R2

1,1-dichloroethane CH3CHCl2 75-34-3 134 days 134 days – – 0.028 0.0154 14 4 1 <1 <1 L3, R2

1,1,2-trichloroethane CH2ClCHCl2 79-00-5 83 days 84 days – – 0.05 0.0219 9 2 <1 <1 <1 L33, R2

1,1,1,2-tetrachloroethane CH2ClCCl3 630-20-6 3.39 3.85 28 – 0.103 0.0953 459 128 37 29 23 L34, R2

1,1,2,2-tetrachloroethane CHCl2CHCl2 79-34-5 145 days 148 days – – 0.096 0.0543 31 9 2 2 2 L34, R2
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1-chloropropane CH3CH2CH2Cl 540-54-5 16 days (10–80 days) 16.5 days (10–80 days) 16.5 days – – 0.0195 2.83E-03 <1 <1 <<1 <<1 <<1 L2, R6

2-chloropropane CH3CHClCH3 75-29-6 22 days (13–95 days) 22 days (13–95 days) 22 days – – 0.0293 3.67E-03 <1 <1 <<1 <<1 <<1 L2, R6

1,3-dichloropropane CH2ClCH2CH2Cl 142-28-9 17.5 days 17.5 days – – 0.02 4.40E-03 <1 <1 <<1 <<1 <<1 L35, R2

1-chloro-2-methylpropane (CH3)2CHCH2Cl 513-36-0 7.0 days 7.0 days – – 0.029 1.42E-03 <<1 <<1 <<1 <<1 <<1 L36, R2

1-chlorobutane CH3(CH2)2CH2Cl 109-69-3 5.9 days 5.9 days – – 0.02 9.83E-04 <<1 <<1 <<1 <<1 <<1 L36, R2

1-chloropentane CH3(CH2)3CH2Cl 543-59-9 0.8 days 0.8 days – 0.016 1.66E-04 <<1 <<1 <<1 <<1 <<1 L37, R2

Unsaturated Chlorocarbons and Hydrochlorocarbons

Chloroethene (vinyl chloride) CH2=CHCl 75-01-4 1.7 days (0.9–2.2 days) 1.7 days (0.9–2.2 days) 1.7 days – – 0.041 7.91E-04 <<1 <<1 <<1 <<1 <<1 L2, R2

1,1-dichloroethene CH2=CCl2 75-35-4 1 days (0.5–1.3 days) 1 day (0.5–1.3 days) 1 day – – 0.086 1.17E-03 <<1 <<1 <<1 <<1 <<1 L2, R6

(E)-1,2-dichloroethene (E)-CClH=CClH 156-60-5 5.5 days (3.2–6.7 days) 5.5 days (3.2–6.7 days) 5.5 day – <0.0003 0.091 5.15E-03 <1 <<1 <<1 <<1 <<1 L2, O11, R2

(Z)-1,2-dichloroethene (Z)-CClH=CClH 156-59-2 5.2 days (3.2–6.7 days) 5.2 days (3.2–6.7 days) 5.2 days – <0.0003 0.043 2.63E-03 <<1 <<1 <<1 <<1 <<1 L2, O11, R3

Trichloroethene CHCl=CCl2 79-01-6 0.3 ppt 5.6 days (3.3–7.1 days) 5.6 days (3.3–7.1 days) 5.6 days – <0.004 0.099 5.77E-03 <1 <<1 <<1 <<1 <<1 A3, L2, O11, R2

Perchloroethene CCl2=CCl2 127-18-4 1.13 ppt 110 days (66–245 days) 109 days (66–245 days) 110 days – – 0.107 0.0522 23 6 2 1 1 A2, L2, R2

3-chloro-1-propene CH2=CHCH2Cl 107-5-1 1.4 days 1.4 days – 0.046 7.44E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

3-chloro-1-propyne CH2ClCCH 624-65-7 1.4 days 1.4 days – 0.024 4.22E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

2,3-dichloropropene CH2ClCCl=CH2 78-88-6 1.0 day 1.0 day – 0.052 6.37E-04 <<1 <<1 <<1 <<1 <<1 L38, R2

1,2-dichloropropene CHCl=CClCH3 563-54-2 1.4 days 1.4 days – 0.025 4.15E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

1,3-dichloropropene (E) (E)-CHCl=CHCH2Cl 10061-02-6 1.6 days 1.6 days – 0.056 1.11E-03 <<1 <<1 <<1 <<1 <<1 L39, R2

1,3-dichloropropene (Z) (Z)-CHCl=CHCH2Cl 10061-01-5 0.95 days 0.95 days – 0.061 7.15E-04 <<1 <<1 <<1 <<1 <<1 L39, R2

3,4-dichloro-1-butene CH2ClCHClCH=CH2 760-23-6 0.94 days 0.94 days – 0.055 6.40E-04 <<1 <<1 <<1 <<1 <<1 L38, R2

Hexachloro-1,3-butadiene CCl2=CClCCl=CCl2 87-68-3 1.4 days 1.4 days – 0.144 2.31E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

Hexachloro-1,3-cyclopentadiene C5Cl6 77-47-4 1.4 days 1.4 days – 0.11 1.77E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

Chlorobenzene C6H5-Cl 108-90-7 22.8 days 22.8 days – 0.039 7.71E-03 1 <1 <<1 <<1 <<1 L40, R2

1,4-dichlorobenzene p-Cl-C6H4-Cl 106-46-7 42 days 43 days – 0.075 0.0226 4 1 <1 <1 <1 L41, R2

1,3-dichlorobenzene m-Cl-C6H4-Cl 541-73-1 18.9 days 19 days – 0.08 0.013 1 <1 <<1 <<1 <<1 L42, R2

1,2-dichlorobenzene o-Cl-C6H4-Cl 95-50-1 32.4 days 32.5 days – 0.046 0.0115 2 <1 <1 <1 <<1 L42, R2

1-chloro-4-methylbenzene p-Cl-C6H4-CH3 106-43-4 27.2 days 27.3 days – 0.05 0.0115 2 <1 <1 <<1 <<1 L3, R2

1-chloro-3-methylbenzene m-Cl-C6H4-CH3 108-41-8 27.2 days 27.3 days – 0.054 0.0117 2 <1 <1 <1 <<1 L3, R2

1-chloro-2-methylbenzene o-Cl-C6H4-CH3 95-49-8 27.2 days 27.3 days – 0.036 8.02E-03 1 <1 <<1 <<1 <<1 L3, R2

Benzyl chloride C6H5-CH2Cl 100-44-7 45.2 days 45.6 days – 0.024 7.32E-03 2 <1 <1 <1 <<1 L3, R2

1,2-dichloro-3-(trichloromethyl)-
benzene (DCTCB) C7H3Cl5 84613-97-8 134 days 136 days – 0.134 0.0743 25 7 2 2 1 R6

Unsaturated Chlorofluorocarbons and Hydrochlorofluorocarbons

CFO-1113 Chlorotrifluoroethene CF2=CFCl 79-38-9 1.5 days (0.8–2.1 days) 1.5 days (0.8–2.1 days) 1.5 days – – 0.114 2.03E-03 <<1 <<1 <<1 <<1 <<1 L43, R2

(E)-1,2-fluorochloroethene (E)-CHCl=CHF 2268-32-8 2.2 days 2.2 days – 0.044 1.08E-03 <<1 <<1 <<1 <<1 <<1 L43, R25

(Z)-1,2-fluorochloroethene (Z)-CHCl=CHF 2268-31-7 2.2 days 2.2 days – 0.044 1.11E-03 <<1 <<1 <<1 <<1 <<1 L44, R25

1,2-dichloro-1,2-difluoroethylene 
(E) (E)-CFCl=CFCl 598-88-9 4.9 days 4.9 days – 0.013 5.99E-03 <1 <<1 <<1 <<1 <<1 L43, L44, R25

1,2-dichloro-1,2-difluoroethylene 
(Z) (Z)-CFCl=CFCl 598-88-9 4.7 days 4.7 days – 0.013 5.74E-03 <1 <<1 <<1 <<1 <<1 L44, R25

1,1-dichloro-2,2-difluoro-ethene CCl2=CF2 79-35-6 2.7 days 2.7 days – 0.007 2.65E-03 <<1 <<1 <<1 <<1 <<1 L43, R25

fluorotrichloroethylene CCl2=CClF 359-29-5 2.7 days 2.7 days – 0.13 3.92E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

3-chloro-1,1,3-trifluoro propene (E) (E)-CHF2CF=CHCl – 5.0 days 5.1 days – 0.232 0.0124 <1 <<1 <<1 <<1 <<1 L45, R6

3-chloro-1,1,3-trifluoro propene (Z) (Z)-CHF2CF=CHCl – 2.7 days 2.7 days – 0.174 0.0052 <<1 <<1 <<1 <<1 <<1 L45, R6

(E)-HCFO-1233zd (E)-CF3CH=CHCl 102687-65-0 0.047 ppt 42.5 days (34–64 days) 41.9 days (34–64 days) 41.9 days – <0.0004 0.229 0.0651 14 4 1 <1 <1 L2, O11, R26

(Z)-HCFO-1233zd (Z)-CF3CH=CHCl 99728-16-2 13 days 13 days 13 days – <0.0004 0.213 0.0254 2 <1 <1 <1 <<1 L2, O11, R26

1-chloro-2,3,3,3-tetrafluoropro-
pene (E); (E)-HCFO-1224yd (E)-CF3CF=CHCl 3110-38-1 10 days 10 days – 0.366 0.0357 2 <1 <1 <<1 <<1 L45, R6

1-chloro-2,3,3,3-tetrafluoropro-
pene (Z); (Z)-HCFO-1224yd (Z)-CF3CF=CHCl 3110-38-1 12 days 12 days – 0.31 0.0335 2 <1 <1 <1 <<1 L45, R6
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1-chloropropane CH3CH2CH2Cl 540-54-5 16 days (10–80 days) 16.5 days (10–80 days) 16.5 days – – 0.0195 2.83E-03 <1 <1 <<1 <<1 <<1 L2, R6

2-chloropropane CH3CHClCH3 75-29-6 22 days (13–95 days) 22 days (13–95 days) 22 days – – 0.0293 3.67E-03 <1 <1 <<1 <<1 <<1 L2, R6

1,3-dichloropropane CH2ClCH2CH2Cl 142-28-9 17.5 days 17.5 days – – 0.02 4.40E-03 <1 <1 <<1 <<1 <<1 L35, R2

1-chloro-2-methylpropane (CH3)2CHCH2Cl 513-36-0 7.0 days 7.0 days – – 0.029 1.42E-03 <<1 <<1 <<1 <<1 <<1 L36, R2

1-chlorobutane CH3(CH2)2CH2Cl 109-69-3 5.9 days 5.9 days – – 0.02 9.83E-04 <<1 <<1 <<1 <<1 <<1 L36, R2

1-chloropentane CH3(CH2)3CH2Cl 543-59-9 0.8 days 0.8 days – 0.016 1.66E-04 <<1 <<1 <<1 <<1 <<1 L37, R2

Unsaturated Chlorocarbons and Hydrochlorocarbons

Chloroethene (vinyl chloride) CH2=CHCl 75-01-4 1.7 days (0.9–2.2 days) 1.7 days (0.9–2.2 days) 1.7 days – – 0.041 7.91E-04 <<1 <<1 <<1 <<1 <<1 L2, R2

1,1-dichloroethene CH2=CCl2 75-35-4 1 days (0.5–1.3 days) 1 day (0.5–1.3 days) 1 day – – 0.086 1.17E-03 <<1 <<1 <<1 <<1 <<1 L2, R6

(E)-1,2-dichloroethene (E)-CClH=CClH 156-60-5 5.5 days (3.2–6.7 days) 5.5 days (3.2–6.7 days) 5.5 day – <0.0003 0.091 5.15E-03 <1 <<1 <<1 <<1 <<1 L2, O11, R2

(Z)-1,2-dichloroethene (Z)-CClH=CClH 156-59-2 5.2 days (3.2–6.7 days) 5.2 days (3.2–6.7 days) 5.2 days – <0.0003 0.043 2.63E-03 <<1 <<1 <<1 <<1 <<1 L2, O11, R3

Trichloroethene CHCl=CCl2 79-01-6 0.3 ppt 5.6 days (3.3–7.1 days) 5.6 days (3.3–7.1 days) 5.6 days – <0.004 0.099 5.77E-03 <1 <<1 <<1 <<1 <<1 A3, L2, O11, R2

Perchloroethene CCl2=CCl2 127-18-4 1.13 ppt 110 days (66–245 days) 109 days (66–245 days) 110 days – – 0.107 0.0522 23 6 2 1 1 A2, L2, R2

3-chloro-1-propene CH2=CHCH2Cl 107-5-1 1.4 days 1.4 days – 0.046 7.44E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

3-chloro-1-propyne CH2ClCCH 624-65-7 1.4 days 1.4 days – 0.024 4.22E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

2,3-dichloropropene CH2ClCCl=CH2 78-88-6 1.0 day 1.0 day – 0.052 6.37E-04 <<1 <<1 <<1 <<1 <<1 L38, R2

1,2-dichloropropene CHCl=CClCH3 563-54-2 1.4 days 1.4 days – 0.025 4.15E-04 <<1 <<1 <<1 <<1 <<1 L3, R2

1,3-dichloropropene (E) (E)-CHCl=CHCH2Cl 10061-02-6 1.6 days 1.6 days – 0.056 1.11E-03 <<1 <<1 <<1 <<1 <<1 L39, R2

1,3-dichloropropene (Z) (Z)-CHCl=CHCH2Cl 10061-01-5 0.95 days 0.95 days – 0.061 7.15E-04 <<1 <<1 <<1 <<1 <<1 L39, R2

3,4-dichloro-1-butene CH2ClCHClCH=CH2 760-23-6 0.94 days 0.94 days – 0.055 6.40E-04 <<1 <<1 <<1 <<1 <<1 L38, R2

Hexachloro-1,3-butadiene CCl2=CClCCl=CCl2 87-68-3 1.4 days 1.4 days – 0.144 2.31E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

Hexachloro-1,3-cyclopentadiene C5Cl6 77-47-4 1.4 days 1.4 days – 0.11 1.77E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

Chlorobenzene C6H5-Cl 108-90-7 22.8 days 22.8 days – 0.039 7.71E-03 1 <1 <<1 <<1 <<1 L40, R2

1,4-dichlorobenzene p-Cl-C6H4-Cl 106-46-7 42 days 43 days – 0.075 0.0226 4 1 <1 <1 <1 L41, R2

1,3-dichlorobenzene m-Cl-C6H4-Cl 541-73-1 18.9 days 19 days – 0.08 0.013 1 <1 <<1 <<1 <<1 L42, R2

1,2-dichlorobenzene o-Cl-C6H4-Cl 95-50-1 32.4 days 32.5 days – 0.046 0.0115 2 <1 <1 <1 <<1 L42, R2

1-chloro-4-methylbenzene p-Cl-C6H4-CH3 106-43-4 27.2 days 27.3 days – 0.05 0.0115 2 <1 <1 <<1 <<1 L3, R2

1-chloro-3-methylbenzene m-Cl-C6H4-CH3 108-41-8 27.2 days 27.3 days – 0.054 0.0117 2 <1 <1 <1 <<1 L3, R2

1-chloro-2-methylbenzene o-Cl-C6H4-CH3 95-49-8 27.2 days 27.3 days – 0.036 8.02E-03 1 <1 <<1 <<1 <<1 L3, R2

Benzyl chloride C6H5-CH2Cl 100-44-7 45.2 days 45.6 days – 0.024 7.32E-03 2 <1 <1 <1 <<1 L3, R2

1,2-dichloro-3-(trichloromethyl)-
benzene (DCTCB) C7H3Cl5 84613-97-8 134 days 136 days – 0.134 0.0743 25 7 2 2 1 R6

Unsaturated Chlorofluorocarbons and Hydrochlorofluorocarbons

CFO-1113 Chlorotrifluoroethene CF2=CFCl 79-38-9 1.5 days (0.8–2.1 days) 1.5 days (0.8–2.1 days) 1.5 days – – 0.114 2.03E-03 <<1 <<1 <<1 <<1 <<1 L43, R2

(E)-1,2-fluorochloroethene (E)-CHCl=CHF 2268-32-8 2.2 days 2.2 days – 0.044 1.08E-03 <<1 <<1 <<1 <<1 <<1 L43, R25

(Z)-1,2-fluorochloroethene (Z)-CHCl=CHF 2268-31-7 2.2 days 2.2 days – 0.044 1.11E-03 <<1 <<1 <<1 <<1 <<1 L44, R25

1,2-dichloro-1,2-difluoroethylene 
(E) (E)-CFCl=CFCl 598-88-9 4.9 days 4.9 days – 0.013 5.99E-03 <1 <<1 <<1 <<1 <<1 L43, L44, R25

1,2-dichloro-1,2-difluoroethylene 
(Z) (Z)-CFCl=CFCl 598-88-9 4.7 days 4.7 days – 0.013 5.74E-03 <1 <<1 <<1 <<1 <<1 L44, R25

1,1-dichloro-2,2-difluoro-ethene CCl2=CF2 79-35-6 2.7 days 2.7 days – 0.007 2.65E-03 <<1 <<1 <<1 <<1 <<1 L43, R25

fluorotrichloroethylene CCl2=CClF 359-29-5 2.7 days 2.7 days – 0.13 3.92E-03 <<1 <<1 <<1 <<1 <<1 L3, R2

3-chloro-1,1,3-trifluoro propene (E) (E)-CHF2CF=CHCl – 5.0 days 5.1 days – 0.232 0.0124 <1 <<1 <<1 <<1 <<1 L45, R6

3-chloro-1,1,3-trifluoro propene (Z) (Z)-CHF2CF=CHCl – 2.7 days 2.7 days – 0.174 0.0052 <<1 <<1 <<1 <<1 <<1 L45, R6

(E)-HCFO-1233zd (E)-CF3CH=CHCl 102687-65-0 0.047 ppt 42.5 days (34–64 days) 41.9 days (34–64 days) 41.9 days – <0.0004 0.229 0.0651 14 4 1 <1 <1 L2, O11, R26

(Z)-HCFO-1233zd (Z)-CF3CH=CHCl 99728-16-2 13 days 13 days 13 days – <0.0004 0.213 0.0254 2 <1 <1 <1 <<1 L2, O11, R26

1-chloro-2,3,3,3-tetrafluoropro-
pene (E); (E)-HCFO-1224yd (E)-CF3CF=CHCl 3110-38-1 10 days 10 days – 0.366 0.0357 2 <1 <1 <<1 <<1 L45, R6

1-chloro-2,3,3,3-tetrafluoropro-
pene (Z); (Z)-HCFO-1224yd (Z)-CF3CF=CHCl 3110-38-1 12 days 12 days – 0.31 0.0335 2 <1 <1 <1 <<1 L45, R6
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R: Radiative Metrics

HCFO-1233xf  (2-chloro-3,3,3-
fluoro-1-propene) CF3CCl=CH2 – 42.5 days (34–64 days) 42.3 days (34–64 days) 42.5 days – – 0.263 0.075 16 4 1 <1 <1 L46, R6

CFO-1215yc  (3-chloro-1,1,2,3,3-
fluoro-1-propene) CF2=CFCF2Cl – ~5 days ~(3–7 days) ~5 days ~(3–7 days) ~5 days – – 0.362 0.021 <1 <1 <<1 <<1 <<1 L47, R6

3,3-dichloro-1,1,1,2-tetrafluoro-
propene CCl2=CFCF3 – 14 days 14 days – 0.343 0.0419 2 <1 <1 <1 <1 L3, R6

1,2-dichloro-3,3,3-trifluoro-
propene (Z) (Z)-CF3CCl=CHCl 431-27-6 28.4 days 28.4 days – 0.318 0.0684 8 2 <1 <1 <1 L48, R6

CFO-1316yff  (4,4-dichloro-
1,1,2,3,3,4-fluoro-1-butene) CF2=CFCF2CFCl2 – ~5 days ~(3–7 days) ~6 days ~(3–7 days) ~6 days – – 0.399 0.0231 <1 <1 <<1 <<1 <<1 L47, R6

p-chlorobenzotrifluoride ClC6H4CF3 98-56-6 60 days 60.7 days – 0.314 0.115 25 7 2 2 1 L49

Bromocarbons, Hydrobromocarbons, and Halons

Methyl bromide CH3Br 74-83-9 6.68 ppt 0.8 0.8 1.8 26.3 0.57 0.006 4.21E-03 9 2 <1 <1 <1 A2, L5, L11, O3, R2

Methylene bromide CH2Br2 74-95-3 0.9 ppt (0.6–1.7) 150 days (80–890 days) 147 days (80–890 days) 150 days – 3–4 0.017 9.33E-03 5 1 <1 <1 <1 A3, L2, O11, R2

Bromoform CHBr3 75-25-2 1.2 ppt (0.4–4.0) 16 days (8–23 days) 13 days (8–23 days) 57 days (15–88 
days) – 1–5 0.018 2.13E-03 <<1 <<1 <<1 <<1 <<1 A3, L2, O11, R2

Halon-1201 CHBrF2 1511-62-2 4.9 4.85 5.68 34 0.165 0.152 1320 375 107 87 69 L2, R2

Halon-1202 CBr2F2 75-61-6 0.009 ppt 2.5 2.5 122 36 1.8 0.313 0.271 773 215 61 48 39 A2, L2, L5, O3, R2

Halon-1211 CBrClF2 353-59-3 3.11 ppt 16 16 1.45E+04 41 7.1 0.32 0.31 5080 1990 570 1110 420 A2, L2, L5, O3, R4

Halon-1301 CBrF3 75-63-8 3.32 ppt 72 72 2.10E+04 73.5 17 0.313 0.309 8580 7430 2840 7800 5220 A2, L2, L5, O3, R2

Bromochloromethane CH2BrCl 74-97-5 0.10 ppt 
(0.07–0.12) 165 days (89–1050 days) 162 days (89–1050 days) 165 days – – 0.035 0.0202 17 5 1 1 <1 A3, L2, R2

Bromodichloromethane CHBrCl2 75-27-4 0.3 ppt (0.1–0.9) 66 days (38–250 days) 66 days (38–250 days) 95 days (56–460 
days) – – 0.061 0.023 6 2 <1 <1 <1 A3, L2, R6

Dibromochloromethane CHBr2Cl 124-48-1 0.3 ppt (0.1–0.8) 59 days (28–225 days) 49 days (28–225 days) 71 days (45–325 
days) – – 0.04 0.0125 2 <1 <1 <1 <<1 A3, L2, R6

Bromoethane CH3CH2Br 74-96-4 50 days (30–260 days) 50 days (30–260 days) 50 days – <0.46 0.018 5.67E-03 2 <1 <1 <1 <<1 L2, O11, R2

1,2-dibromoethane CH2BrCH2Br 106-93-4 89 days (44–590 days) 89 days (44–590 days) 89 days – – 0.027 1.20E-02 4 1 <1 <1 <1 L2, R2

n-bromopropane CH3CH2CH2Br 106-94-5 15 days (9–65 days) 15 days (9–65 days) 15 days – <0.17 0.018 2.43E-03 <1 <<1 <<1 <<1 <<1 L2, O11, R2

Iso-bromopropane CH3CHBrCH3 75-26-3 20 days (12–88 days) 20 days (12–88 days) 20 days – – 0.026 4.32E-03 <1 <1 <<1 <<1 <<1 L2, R2

Halon-2301 CH2BrCF3 421-06-7 3.2 2.9 3.25 – – 0.152 0.135 575 160 46 36 29 L2, R2

Halon-2311 / Halothane CHBrClCF3 151-67-7 0.010 ppt 1 1 1.08 – ~1.6 0.18 0.134 163 45 13 10 8 A3, L2, O12, R2

Halon-2401 CHFBrCF3 124-72-1 2.9 2.83 3.15 28 – 0.214 0.189 707 197 56 44 36 L2, R2

Halon-2402 isomer CF3CFBr2 – 2.5 28 2.10E+04 32 – 0.346 0.339 4420 2360 695 2010 763 L2, L50, R6

Halon-2402 CBrF2CBrF2 124-73-2 0.40 ppt 28 28 2.10E+04 41 15.6 0.332 0.325 4240 2260 666 1930 732 A2, L5, L11, O3, R2

Unsaturated Bromofluorocarbons

Bromoethene CH2=CHBr 593-60-2 34 days 35 days – – 0.041 0.01 2 <1 <1 <1 <1 L51, R2

Bromothrifluoroethene CFBr=CF2 598-73-2 1.6 days (0.9–2.0 days) 1.6 days (0.9–2.0 days) 1.6 days – – 0.161 0.003 <<1 <<1 <<1 <<1 <<1 L2, R6

1-bromo-2,2-fluoroethene CHBr=CF2 359-08-0 2.7 days (1.5–3.4 days) 2.7 days (1.5–3.4 days) 2.7 days – – 0.123 0.004 <<1 <<1 <<1 <<1 <<1 L2, R6

3-bromo-1-propene CH2=CHCH2Br 106-95-6 20 days 20 days – 0.04 0.007 <1 <1 <<1 <<1 <<1 L52, R2

2-bromo-3,3,3-fluoro-1-propene CH2=CBrCF3 1514-82-5 3.2 days (1.8–3.9 days) 3.2 days (1.8–3.9 days) 3.2 days – <0.05 0.246 0.009 <1 <<1 <<1 <<1 <<1 L2, O11, R6

2-bromo-3,3,4,4,4-fluoro-1-
butene CH2=CBrCF2CF3 68318-95-6 3.7 days (2.0–4.6 days) 3.7 days (2.0–4.6 days) 3.7 days – – 0.334 0.013 <1 <<1 <<1 <<1 <<1 L2, R6

4-bromo-3,3,4,4-fluoro-1-butene CH2=CHCF2CF2Br 18599-22-9 7.5 days (4.7–9.5 days) 7.5 days (4.7–9.5 days) 7.5 days – – 0.348 0.026 <1 <1 <<1 <<1 <<1 L2, R6

Benzyl bromide C6H5-CH2Br 100-39-0 14 days 14 days – – 0.032 0.004 <1 <<1 <<1 <<1 <<1 L3, R2

Unsaturated Bromochlorofluorocarbons

4-bromo-3-chloro-3,4,4-trifluoro-
1-butene CH2=CHCClFCBrF2 374-25-4 4.5 days 4.4 days 4.4 days – 0.329 0.015 <1 <<1 <<1 <<1 <<1 L2, R6

Fully Fluorinated Species

Nitrogen trifluoride NF3 7783-54-2 2.3 ppt 569 569 – 740 0 0.209 0.208 13,600 17,700 18,500 18,600 20,300 A2, L5, L53, O1, R2

Perfluorotriethylamine N(C2F5)3 359-70-6 >1000 >3000 – >3000 0 0.686 0.69 8770 12,100 16,300 12,500 14,600 L3, O1, R27

Perfluorotripropylamine N(C3F7)3 338-83-0 >1000 >3000 – >3000 0 0.809 0.816 7390 10,200 13,700 10,600 12,300 L3, O1, R27
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HCFO-1233xf  (2-chloro-3,3,3-
fluoro-1-propene) CF3CCl=CH2 – 42.5 days (34–64 days) 42.3 days (34–64 days) 42.5 days – – 0.263 0.075 16 4 1 <1 <1 L46, R6

CFO-1215yc  (3-chloro-1,1,2,3,3-
fluoro-1-propene) CF2=CFCF2Cl – ~5 days ~(3–7 days) ~5 days ~(3–7 days) ~5 days – – 0.362 0.021 <1 <1 <<1 <<1 <<1 L47, R6

3,3-dichloro-1,1,1,2-tetrafluoro-
propene CCl2=CFCF3 – 14 days 14 days – 0.343 0.0419 2 <1 <1 <1 <1 L3, R6

1,2-dichloro-3,3,3-trifluoro-
propene (Z) (Z)-CF3CCl=CHCl 431-27-6 28.4 days 28.4 days – 0.318 0.0684 8 2 <1 <1 <1 L48, R6

CFO-1316yff  (4,4-dichloro-
1,1,2,3,3,4-fluoro-1-butene) CF2=CFCF2CFCl2 – ~5 days ~(3–7 days) ~6 days ~(3–7 days) ~6 days – – 0.399 0.0231 <1 <1 <<1 <<1 <<1 L47, R6

p-chlorobenzotrifluoride ClC6H4CF3 98-56-6 60 days 60.7 days – 0.314 0.115 25 7 2 2 1 L49

Bromocarbons, Hydrobromocarbons, and Halons

Methyl bromide CH3Br 74-83-9 6.68 ppt 0.8 0.8 1.8 26.3 0.57 0.006 4.21E-03 9 2 <1 <1 <1 A2, L5, L11, O3, R2

Methylene bromide CH2Br2 74-95-3 0.9 ppt (0.6–1.7) 150 days (80–890 days) 147 days (80–890 days) 150 days – 3–4 0.017 9.33E-03 5 1 <1 <1 <1 A3, L2, O11, R2

Bromoform CHBr3 75-25-2 1.2 ppt (0.4–4.0) 16 days (8–23 days) 13 days (8–23 days) 57 days (15–88 
days) – 1–5 0.018 2.13E-03 <<1 <<1 <<1 <<1 <<1 A3, L2, O11, R2

Halon-1201 CHBrF2 1511-62-2 4.9 4.85 5.68 34 0.165 0.152 1320 375 107 87 69 L2, R2

Halon-1202 CBr2F2 75-61-6 0.009 ppt 2.5 2.5 122 36 1.8 0.313 0.271 773 215 61 48 39 A2, L2, L5, O3, R2

Halon-1211 CBrClF2 353-59-3 3.11 ppt 16 16 1.45E+04 41 7.1 0.32 0.31 5080 1990 570 1110 420 A2, L2, L5, O3, R4

Halon-1301 CBrF3 75-63-8 3.32 ppt 72 72 2.10E+04 73.5 17 0.313 0.309 8580 7430 2840 7800 5220 A2, L2, L5, O3, R2

Bromochloromethane CH2BrCl 74-97-5 0.10 ppt 
(0.07–0.12) 165 days (89–1050 days) 162 days (89–1050 days) 165 days – – 0.035 0.0202 17 5 1 1 <1 A3, L2, R2

Bromodichloromethane CHBrCl2 75-27-4 0.3 ppt (0.1–0.9) 66 days (38–250 days) 66 days (38–250 days) 95 days (56–460 
days) – – 0.061 0.023 6 2 <1 <1 <1 A3, L2, R6

Dibromochloromethane CHBr2Cl 124-48-1 0.3 ppt (0.1–0.8) 59 days (28–225 days) 49 days (28–225 days) 71 days (45–325 
days) – – 0.04 0.0125 2 <1 <1 <1 <<1 A3, L2, R6

Bromoethane CH3CH2Br 74-96-4 50 days (30–260 days) 50 days (30–260 days) 50 days – <0.46 0.018 5.67E-03 2 <1 <1 <1 <<1 L2, O11, R2

1,2-dibromoethane CH2BrCH2Br 106-93-4 89 days (44–590 days) 89 days (44–590 days) 89 days – – 0.027 1.20E-02 4 1 <1 <1 <1 L2, R2

n-bromopropane CH3CH2CH2Br 106-94-5 15 days (9–65 days) 15 days (9–65 days) 15 days – <0.17 0.018 2.43E-03 <1 <<1 <<1 <<1 <<1 L2, O11, R2

Iso-bromopropane CH3CHBrCH3 75-26-3 20 days (12–88 days) 20 days (12–88 days) 20 days – – 0.026 4.32E-03 <1 <1 <<1 <<1 <<1 L2, R2

Halon-2301 CH2BrCF3 421-06-7 3.2 2.9 3.25 – – 0.152 0.135 575 160 46 36 29 L2, R2

Halon-2311 / Halothane CHBrClCF3 151-67-7 0.010 ppt 1 1 1.08 – ~1.6 0.18 0.134 163 45 13 10 8 A3, L2, O12, R2

Halon-2401 CHFBrCF3 124-72-1 2.9 2.83 3.15 28 – 0.214 0.189 707 197 56 44 36 L2, R2

Halon-2402 isomer CF3CFBr2 – 2.5 28 2.10E+04 32 – 0.346 0.339 4420 2360 695 2010 763 L2, L50, R6

Halon-2402 CBrF2CBrF2 124-73-2 0.40 ppt 28 28 2.10E+04 41 15.6 0.332 0.325 4240 2260 666 1930 732 A2, L5, L11, O3, R2

Unsaturated Bromofluorocarbons

Bromoethene CH2=CHBr 593-60-2 34 days 35 days – – 0.041 0.01 2 <1 <1 <1 <1 L51, R2

Bromothrifluoroethene CFBr=CF2 598-73-2 1.6 days (0.9–2.0 days) 1.6 days (0.9–2.0 days) 1.6 days – – 0.161 0.003 <<1 <<1 <<1 <<1 <<1 L2, R6

1-bromo-2,2-fluoroethene CHBr=CF2 359-08-0 2.7 days (1.5–3.4 days) 2.7 days (1.5–3.4 days) 2.7 days – – 0.123 0.004 <<1 <<1 <<1 <<1 <<1 L2, R6

3-bromo-1-propene CH2=CHCH2Br 106-95-6 20 days 20 days – 0.04 0.007 <1 <1 <<1 <<1 <<1 L52, R2

2-bromo-3,3,3-fluoro-1-propene CH2=CBrCF3 1514-82-5 3.2 days (1.8–3.9 days) 3.2 days (1.8–3.9 days) 3.2 days – <0.05 0.246 0.009 <1 <<1 <<1 <<1 <<1 L2, O11, R6

2-bromo-3,3,4,4,4-fluoro-1-
butene CH2=CBrCF2CF3 68318-95-6 3.7 days (2.0–4.6 days) 3.7 days (2.0–4.6 days) 3.7 days – – 0.334 0.013 <1 <<1 <<1 <<1 <<1 L2, R6

4-bromo-3,3,4,4-fluoro-1-butene CH2=CHCF2CF2Br 18599-22-9 7.5 days (4.7–9.5 days) 7.5 days (4.7–9.5 days) 7.5 days – – 0.348 0.026 <1 <1 <<1 <<1 <<1 L2, R6

Benzyl bromide C6H5-CH2Br 100-39-0 14 days 14 days – – 0.032 0.004 <1 <<1 <<1 <<1 <<1 L3, R2

Unsaturated Bromochlorofluorocarbons

4-bromo-3-chloro-3,4,4-trifluoro-
1-butene CH2=CHCClFCBrF2 374-25-4 4.5 days 4.4 days 4.4 days – 0.329 0.015 <1 <<1 <<1 <<1 <<1 L2, R6

Fully Fluorinated Species

Nitrogen trifluoride NF3 7783-54-2 2.3 ppt 569 569 – 740 0 0.209 0.208 13,600 17,700 18,500 18,600 20,300 A2, L5, L53, O1, R2

Perfluorotriethylamine N(C2F5)3 359-70-6 >1000 >3000 – >3000 0 0.686 0.69 8770 12,100 16,300 12,500 14,600 L3, O1, R27

Perfluorotripropylamine N(C3F7)3 338-83-0 >1000 >3000 – >3000 0 0.809 0.816 7390 10,200 13,700 10,600 12,300 L3, O1, R27
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Perfluorotributylamine N(C4F9)3 311-89-7 >1000 >3000 – >3000 0 0.924 0.938 6590 9070 12,200 9430 11,000 L3, O1, R2

Perfluorotripentylamine N(C5F11)3 338-84-1 >1000 >3000 – >3000 0 1.05 1.06 6090 8370 11,300 8710 10,200 L3, O1, R27

Sulfur hexafluoride SF6 2551-62-4 10.3 ppt 3200 850–1280 – – 0 0.574 0.574 18,400 24,700 29,800 25,800 29,300 A2, L54, O1, R2

(Trifluoromethyl)sulfur penta-
fluoride SF5CF3 373-80-8 0.155 ppt 650–950 650–950 – 650–950 0 0.596 0.594 14,200 18,800 21,400 19,600 22,000 A2, L55, O1, R2

PFC-14 (Perfluoromethane) CF4 75-73-0 86.4 ppt 50,000 50,000 – 50,000 0 0.099 0.1 5380 7490 10,700 7770 9180 A2, L6, O1, R2

PFC-116 (Perfluoroethane) C2F6 76-16-4 4.94 ppt 10,000 10,000 – 10,000 0 0.263 0.264 9040 12,600 17,700 13,000 15,400 A2, L6, O1, R2

PFC-c216 (Perfluorocyclopropane) c-C3F6 931-91-9 3000 3000 – 3000 0 0.74 0.747 23,500 32,300 43,600 33,600 39,200 L56, O1, R6

PFC-218 (Perfluoropropane) C3F8 76-19-7 0.7 ppt 2600 2600 – 2600 0 0.274 0.276 6920 9500 12,700 9880 11,500 A2, L56, O1, R2

PFC-c316 (Perfluorocyclobutene) c-C4F6 697-11-0 1.2 1.2 1.205 1.2 0 0.33 0.255 453 126 36 28 23 L57, O1, R19

PFC-c318 (Perfluorocyclobutane) c-C4F8 115-25-3 1.82 ppt 3200 3200 – 3200 0 0.318 0.328 7740 10,600 14,400 11,100 12,900 A2, L6, O1, R2

PFC-31-10 (Perfluorobutane) n-C4F10 355-25-9 2600 2600 – 2600 0 0.374 0.375 7430 10,200 13,600 10,600 12,300 L56, O1, R2

PFC-c418 (Perfluorocyclopentene) c-C5F8 559-40-0 1.1 1.06 1.063 >1000 0 0.363 0.275 330 92 26 20 17 L58, O1, R28

PFC-41-12 (Perfluoropentane) n-C5F12 678-26-2 0.148 ppt 4100 4100 – 4100 0 0.412 0.415 6800 9390 12,900 9760 11,400 A3, L6, O1, R2

PFC-51-14 (Perfluorohexane) n-C6F14 355-42-0 0.22 ppt 3100 3100 – 3100 0 0.455 0.459 6410 8810 11,900 9160 10,700 A2, L6, O1, R2

PFC-61-16 (Perfluoroheptane) n-C7F16 335-57-9 3000 3000 – 3000 0 0.51 0.515 6260 8610 11,600 8950 10,400 L56, O1, R2

PFC-71-18 (Perfluorooctane) n-C8F18 307-34-6 3000 3000 – 3000 0 0.565 0.572 6160 8470 11,400 8810 10,300 L56, O1, R2

PFC-91-18 (isomer mixture) C10F18 306-94-5 2000 2000 – 2000 0 0.545 0.547 5580 7620 9950 7930 9170 L56, O1, R2

PFC-c91-18(Z) (Perfluorodecalin(Z)) (Z)-C10F18 60433-12-7 2000 2000 – 2000 0 0.519 0.536 5460 7460 9750 7770 8990 L56, O1, R2

PFC-c91-18(E) (Perfluorodecalin(E)) (E)-C10F18 60433-11-6 2000 2000 – 2000 0 0.569 0.583 5940 8120 10,600 8450 9780 L56, O1, R2

PFC-1114 CF2=CF2 116-14-3 1.2 days (0.7–1.6 days) 1.2 days (0.7–1.6 days) 1.2 days – 0 0.126 0.002 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

PFC-1216 CF3CF=CF2 116-15-4 5.5 days (3.3–7.1 days) 5.5 days (3.3–7.1 days) 5.5 days – 0 0.239 0.014 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Perfluorobuta-1,3-diene CF2=CFCF=CF2 685-63-2 1.1 days 1.1 days 1.1 days – 0 0.244 0.003 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Perfluorobut-1-ene CF3CF2CF=CF2 357-26-6 6 days 6.6 days 6.6 days – 0 0.307 0.021 <1 <1 <<1 <<1 <<1 L2, O1, R2

Perfluoroisobutene (CF3)2C=CF2 382-21-8 14 days 14 days – 0 0.336 0.041 2 <1 <1 <1 <<1 L3, O1, R2

(E)-Perfluoro-2-butene (E)-CF3CF=CFCF3 360-89-4 22 days 22 days 22 days – 0 0.304 0.055 4 1 <1 <1 <1 L2, O1, R2

(Z)-Perfluoro-2-butene (Z)-CF3CF=CFCF3 1516-15-9 35 days 35 days 35 days – 0 0.304 0.076 9 2 <1 <1 <1 L2, O1, R2

Perfluoro(2-methyl-2-pentene) (CF3)2C=CFCF2CF3 1584-03-8 192 days 0.527 0.527 – 0 0.774 0.478 202 56 16 12 10 L2, O1, R6

Hexafluorobenzene C6F6 392-56-3 115 days 115 days – 0 0.153 0.077 31 9 2 2 2 L59, O1, R2

PFPHP- Perfluoroperhydrophen-
anthrene   (Vitreon, Flutec PP 11) C14F24 306-91-2 >1000 – >1000 0 0.961 0.984 7390 9900 11,800 10,300 11,700 L3, O1, R6

Halogenated Ethers

HFE-125 CHF2OCF3 3822-68-2 135 101.7 147 330 0 0.42 0.416 13,100 12,900 5880 13,700 10,700 L2, O1, R2

HFE-134 (HG-00) CHF2OCHF2 1691-17-4 26.9 25.4 28.4 241 0 0.459 0.454 12,600 6370 1860 5150 1880 L2, O1, R2

HFE-143a CH3OCF3 421-14-7 4.9 4.82 5.05 104 0 0.205 0.189 2140 607 173 140 112 L2, O1, R2

HFE-152a CH3OCHF2 359-15-9 1.8 1.78 1.85 50.6 0 0.201 0.168 874 243 69 54 44 L2, O1, R2

HFE-227ea CF3CHFOCF3 2356-62-9 54.8 48.4 58.1 288 0 0.466 0.46 9600 6930 2280 7000 3720 L2, O1, R2

1,1,2,2-tetrafluoro-1-(trifluoro-
methoxy)ethane CF3OCF2CF2H 2356-61-8 15.3 16.6 197 0 0.687 0.665 9480 3640 1040 1920 751 L60, O1, R6

HCFE-235ca2 (enflurane) CHF2OCF2CHFCl 13838-16-9 4.42 4.38 4.58 96.6 0.04 0.448 0.415 2330 657 187 151 120 L2, O12, R2

HCFE-235da2 (isoflurane) CHF2OCHClCF3 26675-46-7 0.11 ppt 3.5 3.48 3.7 58.4 0.03 0.475 0.426 1920 536 153 121 98 A2, L2, O12, R2

HFE-236ca CHF2OCF2CHF2 32778-11-3 22 18.9 23.2 103 0 0.654 0.638 11,100 4750 1360 3090 1100 L2, O1, R6

HFE-236ea2 (desflurane) CHF2OCHFCF3 57041-67-5 0.37 ppt 14.1 13.7 14.8 188 0 0.482 0.466 6930 2530 722 1190 504 A2, L2, O1, R2

HFE-236fa CF3CH2OCF3 20193-67-3 ~7.5 7.56 8 138 0 0.393 0.378 3770 1,30 323 300 211 L3, O1, R2

HFE-245cb2 CF3CF2OCH3 22410-44-2 5 4.99 5.24 107 0 0.365 0.34 2650 754 215 175 139 L2, O1, R2

HFE-245fa1 CHF2CH2OCF3 84011-15-4 ~6.7 6.64 7 128 0 0.335 0.322 3230 950 271 236 176 L3, O1, R2

HFE-245fa2 CHF2OCH2CF3 1885-48-9 5.5 5.49 5.77 113 0 0.388 0.361 3070 880 251 208 162 L2, O1, R2

HFE-254cb1 CH3OCF2CHF2 425-88-7 2.5 2.52 2.62 66 0 0.3 0.262 1200 333 95 75 61 L2, O1, R2

HFE-254eb2 CH3OCHFCF3 – 110 days (69–200 days) 107 days (69–200 days) 110 days – 0 0.362 0.176 94 26 7 6 5 L2, O1, R6

HFE-263mf CF3CH2OCH3 460-43-5 28 days (19–47 days) 28 days (19–47 days) 29 days – 0 0.216 0.046 7 2 <1 <1 <1 L61, O1, R2



Annex

475

Industrial Designation 
or Chemical Name

Chemical Formula CAS RN Atmospheric 
Abundance a

WMO (2018) Total 
Lifetime 
(years)

WMO (2022) Total 
Lifetime 
(years)

Tropospheric 
(OH Reactive 
Loss) Lifetime 

2022 
(years)

Stratospheric 
Lifetime 2022 

(years)

ODP Radiative 
Efficiency 

(well mixed) 
(W m–2 ppb–1) b

Recommended
Adjusted Effective 

Radiative Efficiency 
 (W m–2 ppb–1) c

GWP
20-yr

GWP
100-yr

GWP
500-yr

GTP
50-yr

GTP
100-yr

Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Perfluorotributylamine N(C4F9)3 311-89-7 >1000 >3000 – >3000 0 0.924 0.938 6590 9070 12,200 9430 11,000 L3, O1, R2

Perfluorotripentylamine N(C5F11)3 338-84-1 >1000 >3000 – >3000 0 1.05 1.06 6090 8370 11,300 8710 10,200 L3, O1, R27

Sulfur hexafluoride SF6 2551-62-4 10.3 ppt 3200 850–1280 – – 0 0.574 0.574 18,400 24,700 29,800 25,800 29,300 A2, L54, O1, R2

(Trifluoromethyl)sulfur penta-
fluoride SF5CF3 373-80-8 0.155 ppt 650–950 650–950 – 650–950 0 0.596 0.594 14,200 18,800 21,400 19,600 22,000 A2, L55, O1, R2

PFC-14 (Perfluoromethane) CF4 75-73-0 86.4 ppt 50,000 50,000 – 50,000 0 0.099 0.1 5380 7490 10,700 7770 9180 A2, L6, O1, R2

PFC-116 (Perfluoroethane) C2F6 76-16-4 4.94 ppt 10,000 10,000 – 10,000 0 0.263 0.264 9040 12,600 17,700 13,000 15,400 A2, L6, O1, R2

PFC-c216 (Perfluorocyclopropane) c-C3F6 931-91-9 3000 3000 – 3000 0 0.74 0.747 23,500 32,300 43,600 33,600 39,200 L56, O1, R6

PFC-218 (Perfluoropropane) C3F8 76-19-7 0.7 ppt 2600 2600 – 2600 0 0.274 0.276 6920 9500 12,700 9880 11,500 A2, L56, O1, R2

PFC-c316 (Perfluorocyclobutene) c-C4F6 697-11-0 1.2 1.2 1.205 1.2 0 0.33 0.255 453 126 36 28 23 L57, O1, R19

PFC-c318 (Perfluorocyclobutane) c-C4F8 115-25-3 1.82 ppt 3200 3200 – 3200 0 0.318 0.328 7740 10,600 14,400 11,100 12,900 A2, L6, O1, R2

PFC-31-10 (Perfluorobutane) n-C4F10 355-25-9 2600 2600 – 2600 0 0.374 0.375 7430 10,200 13,600 10,600 12,300 L56, O1, R2

PFC-c418 (Perfluorocyclopentene) c-C5F8 559-40-0 1.1 1.06 1.063 >1000 0 0.363 0.275 330 92 26 20 17 L58, O1, R28

PFC-41-12 (Perfluoropentane) n-C5F12 678-26-2 0.148 ppt 4100 4100 – 4100 0 0.412 0.415 6800 9390 12,900 9760 11,400 A3, L6, O1, R2

PFC-51-14 (Perfluorohexane) n-C6F14 355-42-0 0.22 ppt 3100 3100 – 3100 0 0.455 0.459 6410 8810 11,900 9160 10,700 A2, L6, O1, R2

PFC-61-16 (Perfluoroheptane) n-C7F16 335-57-9 3000 3000 – 3000 0 0.51 0.515 6260 8610 11,600 8950 10,400 L56, O1, R2

PFC-71-18 (Perfluorooctane) n-C8F18 307-34-6 3000 3000 – 3000 0 0.565 0.572 6160 8470 11,400 8810 10,300 L56, O1, R2

PFC-91-18 (isomer mixture) C10F18 306-94-5 2000 2000 – 2000 0 0.545 0.547 5580 7620 9950 7930 9170 L56, O1, R2

PFC-c91-18(Z) (Perfluorodecalin(Z)) (Z)-C10F18 60433-12-7 2000 2000 – 2000 0 0.519 0.536 5460 7460 9750 7770 8990 L56, O1, R2

PFC-c91-18(E) (Perfluorodecalin(E)) (E)-C10F18 60433-11-6 2000 2000 – 2000 0 0.569 0.583 5940 8120 10,600 8450 9780 L56, O1, R2

PFC-1114 CF2=CF2 116-14-3 1.2 days (0.7–1.6 days) 1.2 days (0.7–1.6 days) 1.2 days – 0 0.126 0.002 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

PFC-1216 CF3CF=CF2 116-15-4 5.5 days (3.3–7.1 days) 5.5 days (3.3–7.1 days) 5.5 days – 0 0.239 0.014 <1 <<1 <<1 <<1 <<1 L2, O1, R2

Perfluorobuta-1,3-diene CF2=CFCF=CF2 685-63-2 1.1 days 1.1 days 1.1 days – 0 0.244 0.003 <<1 <<1 <<1 <<1 <<1 L2, O1, R2

Perfluorobut-1-ene CF3CF2CF=CF2 357-26-6 6 days 6.6 days 6.6 days – 0 0.307 0.021 <1 <1 <<1 <<1 <<1 L2, O1, R2

Perfluoroisobutene (CF3)2C=CF2 382-21-8 14 days 14 days – 0 0.336 0.041 2 <1 <1 <1 <<1 L3, O1, R2

(E)-Perfluoro-2-butene (E)-CF3CF=CFCF3 360-89-4 22 days 22 days 22 days – 0 0.304 0.055 4 1 <1 <1 <1 L2, O1, R2

(Z)-Perfluoro-2-butene (Z)-CF3CF=CFCF3 1516-15-9 35 days 35 days 35 days – 0 0.304 0.076 9 2 <1 <1 <1 L2, O1, R2

Perfluoro(2-methyl-2-pentene) (CF3)2C=CFCF2CF3 1584-03-8 192 days 0.527 0.527 – 0 0.774 0.478 202 56 16 12 10 L2, O1, R6

Hexafluorobenzene C6F6 392-56-3 115 days 115 days – 0 0.153 0.077 31 9 2 2 2 L59, O1, R2

PFPHP- Perfluoroperhydrophen-
anthrene   (Vitreon, Flutec PP 11) C14F24 306-91-2 >1000 – >1000 0 0.961 0.984 7390 9900 11,800 10,300 11,700 L3, O1, R6

Halogenated Ethers

HFE-125 CHF2OCF3 3822-68-2 135 101.7 147 330 0 0.42 0.416 13,100 12,900 5880 13,700 10,700 L2, O1, R2

HFE-134 (HG-00) CHF2OCHF2 1691-17-4 26.9 25.4 28.4 241 0 0.459 0.454 12,600 6370 1860 5150 1880 L2, O1, R2

HFE-143a CH3OCF3 421-14-7 4.9 4.82 5.05 104 0 0.205 0.189 2140 607 173 140 112 L2, O1, R2

HFE-152a CH3OCHF2 359-15-9 1.8 1.78 1.85 50.6 0 0.201 0.168 874 243 69 54 44 L2, O1, R2

HFE-227ea CF3CHFOCF3 2356-62-9 54.8 48.4 58.1 288 0 0.466 0.46 9600 6930 2280 7000 3720 L2, O1, R2

1,1,2,2-tetrafluoro-1-(trifluoro-
methoxy)ethane CF3OCF2CF2H 2356-61-8 15.3 16.6 197 0 0.687 0.665 9480 3640 1040 1920 751 L60, O1, R6

HCFE-235ca2 (enflurane) CHF2OCF2CHFCl 13838-16-9 4.42 4.38 4.58 96.6 0.04 0.448 0.415 2330 657 187 151 120 L2, O12, R2

HCFE-235da2 (isoflurane) CHF2OCHClCF3 26675-46-7 0.11 ppt 3.5 3.48 3.7 58.4 0.03 0.475 0.426 1920 536 153 121 98 A2, L2, O12, R2

HFE-236ca CHF2OCF2CHF2 32778-11-3 22 18.9 23.2 103 0 0.654 0.638 11,100 4750 1360 3090 1100 L2, O1, R6

HFE-236ea2 (desflurane) CHF2OCHFCF3 57041-67-5 0.37 ppt 14.1 13.7 14.8 188 0 0.482 0.466 6930 2530 722 1190 504 A2, L2, O1, R2

HFE-236fa CF3CH2OCF3 20193-67-3 ~7.5 7.56 8 138 0 0.393 0.378 3770 1,30 323 300 211 L3, O1, R2

HFE-245cb2 CF3CF2OCH3 22410-44-2 5 4.99 5.24 107 0 0.365 0.34 2650 754 215 175 139 L2, O1, R2

HFE-245fa1 CHF2CH2OCF3 84011-15-4 ~6.7 6.64 7 128 0 0.335 0.322 3230 950 271 236 176 L3, O1, R2

HFE-245fa2 CHF2OCH2CF3 1885-48-9 5.5 5.49 5.77 113 0 0.388 0.361 3070 880 251 208 162 L2, O1, R2

HFE-254cb1 CH3OCF2CHF2 425-88-7 2.5 2.52 2.62 66 0 0.3 0.262 1200 333 95 75 61 L2, O1, R2

HFE-254eb2 CH3OCHFCF3 – 110 days (69–200 days) 107 days (69–200 days) 110 days – 0 0.362 0.176 94 26 7 6 5 L2, O1, R6

HFE-263mf CF3CH2OCH3 460-43-5 28 days (19–47 days) 28 days (19–47 days) 29 days – 0 0.216 0.046 7 2 <1 <1 <1 L61, O1, R2
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R: Radiative Metrics

HFE-263m1 CF3OCH2CH3 690-22-2 ~145 days 143 days 0.4 – 0 0.227 0.125 103 29 8 6 5 L3, O1, R2

1,1,2-trifluoro-2-(trifluoromethoxy)-
ethane CHF2CHFOCF3 84011-06-3 9 8.75 9.3 150 0 0.371 0.356 3970 1240 352 363 232 L62, O1, R2

Perfluoro ethyl vinyl ether C2F5OCF=CF2 – 3.9 days 0.011 – 0 0.596 0.025 <1 <<1 <<1 <<1 <<1 L63, O1, R6

HFE-329mcc2 CHF2CF2OCF2CF3 134769-21-4 ~25 22.6 25 241 0 0.559 0.555 7410 3490 1010 2620 925 L3, O1, R2

1,1,1,3,3,3-hexafluoro trifluoro-
methoxy CF3OC(CF3)2H – 84.6 114.8 321 0 0.692 0.686 12,300 11,300 4670 11,900 8630 L64, O1, R6

HFE-338mmz1 (CF3)2CHOCHF2 26103-08-2 22.3 21.3 23.5 226 0 0.464 0.458 6470 2950 851 2120 743 L2, O1, R2

HFE-338mcf2 CF3CH2OCF2CF3 156053-88-2 ~7.5 7.56 8 138 0 0.481 0.461 3540 1070 304 282 198 L65, O1, R2

HFE-338mec3 CF3CFHCF2OCF2H 56860-85-6 9.4 10 156 0 0.712 0.682 6170 1960 559 613 369 L3, O1, R6

HFE-347mmz1 (Sevoflurane) (CF3)2CHOCH2F 28523-86-6 0.16 ppt 1.9 1.41 1.46 41.9 0 0.369 0.299 505 140 40 31 25 A2, L2, O1, R2

HFE-347mcc3 (HFE-7000) CH3OCF2CF2CF3 375-03-1 5.1 5.07 5.32 108 0 0.367 0.343 2040 579 165 135 107 L2, O1, R2

HFE-347mcf2 CHF2CH2OCF2CF3 171182-95-9 ~6.7 6.64 7 128 0 0.46 0.44 3310 973 278 242 180 L66, O1, R2

HFE-347pcf2 CHF2CF2OCH2CF3 406-78-0 6.1 5.99 6.31 120 0 0.516 0.483 3330 964 275 232 178 L2, O1, R13

HFE-347mmy1 (CF3)2CFOCH3 22052-84-2 3.7 3.66 3.83 86.6 0 0.353 0.321 1400 391 112 89 72 L2, O1, R2

HFE-347mcf CHF2OCH2CF2CF3 56860-81-2 5.8 5.73 6.03 116 0 0.55 0.517 3430 987 282 235 182 L2, O1, R6

HFE-356mec3 CH3OCF2CHFCF3 382-34-3 2.5 2.87 3 66 0 0.333 0.297 1120 312 89 70 57 L67, O1, R2

HFE-356mff2 CF3CH2OCH2CF3 333-36-8 128 days (79–270 days) 126 days (79–270 days) 128 days – 0 0.363 0.19 87 24 7 5 4 L2, O1, R2

HFE-356pcf2 CHF2CH2OCF2CHF2 50807-77-7 ~6 5.7 6 116 0 0.406 0.388 2810 810 231 192 149 L68, O1, R2

HFE-356pcf3 CHF2OCH2CF2CHF2 35042-99-0 3.5 3.52 3.67 84 0 0.421 0.393 1810 506 144 115 93 L2, O1, R2

HFE-356pcc3 CH3OCF2CF2CHF2 160620-20-2 2.5 2.87 3 66 0 0.349 0.314 1180 330 94 74 60 L67, O1, R2

HFE-356mmz1 (CF3)2CHOCH3 13171-18-1 65 days (49–128 days) 67 days (49–128 days) 66 days – 0 0.336 0.127 31 9 2 2 2 L2, O1, R2

HFE-365mcf3 CF3CF2CH2OCH3 378-16-5 25 days (17–42 days) 25 days (17–42 days) 26 days – 0 0.294 0.058 6 2 <1 <1 <1 L69, O1, R2

HFE-365mcf2 CF3CF2OCH2CH3 22052-81-9 219 days 0.573 0.59 – 0 0.486 0.309 259 72 21 16 13 L2, O1, R6

HFE-374pc2 CHF2CF2OCH2CH3 512-51-6 76 days (49–128 days) 76 days (49–128 days) 77 days – 0 0.325 0.132 45 13 4 3 2 L70, O1, R2

1,1,2,2-tetrafluoro-3-methoxy-
propane CHF2CF2CH2OCH3 60598-17-6 26 days 26 days 26 days – 0 0.256 0.052 6 2 <1 <1 <1 L71, O1, R2

HFE-43-10pccc124 (H-Galden 
1040x, HG-11) CHF2OCF2OC2F4OCHF2 188690-77-9 14.1 13.7 14.7 188 0 1.068 1.03 8580 3130 894 1470 624 L2, O1, R2

HFE-449s1 (HFE-7100) C4F9OCH3 219484-64-7 4.8 5.05 5.3 108 0 0.391 0.362 1710 487 139 113 90 L2, O1, R2

n-HFE-7100 n-C4F9OCH3 163702-07-6 4.8 5.05 5.3 108 0 0.462 0.428 2020 576 164 134 106 L2, O1, R2

i-HFE-7100 i-C4F9OCH3 163702-08-7 4.8 5.05 5.3 108 0 0.371 0.343 1620 462 132 107 85 L2, O1, R2

1-ethoxy-1,1,2,3,3,3-hexafluoro-
propane CF3CHFCF2OCH2CH3 380-34-7 147 days 147 days 150 days – 0 0.347 0.195 96 27 8 6 5 L62, O1, R2

1,1,1,2,2,3,3-Heptafluoro-3-
(1,2,2,2-tetrafluoroethoxy)-
propane

CF3CF2CF2OCHFCF3 3330-15-2 59.4 51.1 62 292 0 0.6 0.594 8140 6040 2020 6150 3390 L62, O1, R2

HFE-54-11mecf CF3CHFCF2OCH2CF2CF3 1000-28-8 9.1 0.95 0.98 30.4 0 0.778 0.575 437 121 35 27 22 L2, O1, R6

HFE-569sf2 (HFE-7200, isomer 
mix) C4F9OC2H5 – 0.8 0.784 0.808 25.9 0 0.653 0 <<1 <<1 <<1 <<1 <<1 L72, O1, R6

n-HFE-7200 n-C4F9OC2H5 163702-05-4 0.8 0.784 0.808 25.9 0 0.429 0.3 214 59 17 13 11 L72, O1, R2

i-HFE-7200 i-C4F9OC2H5 163702-06-5 0.63 0.63 0.649 21.5 0 0.33 0.216 124 34 10 8 6 L72, O1, R2

n-HFE-7300 n-C2F5CF(OCH3)CF(CF3)2 132182-92-4 4.99 5.23 107 0 0.572 0.536 1790 509 145 118 94 L73, O1, R29

n-HFE-7500 n-C3F7CF(OC2H5)CF(CF3)2 297730-93-9 0.348 0.354 – 0 0.616 0.332 67 19 5 4 3 L73, O1, R29

HFE-236ca12 (HG-10) CHF2OCF2OCHF2 78522-47-1 26.5 25.1 28 240 0 0.663 0.669 11,900 5950 1740 4780 1730 L2, O1, R2

HFE-338pcc13 (HG-01) CHF2OCF2CF2OCHF2 188690-78-0 13.4 13 14 183 0 0.904 0.92 9540 3400 972 1500 669 L2, O1, R2

HG-02  (1,1'-oxybis[2-(difluoro-
methoxy)-1,1,2,2-tetrafluoro-
ethane)

HF2C(OCF2CF2)2OCF2H 205367-61-9 26.9 25.4 28.4 241 0 1.18 1.167 10,900 5520 1610 4460 1630 L74, O1, R30

HG-03 (1,1,3,3,4,4, 6,6,7,7,9,9,
10,10,12,12-hexadecafluoro-
2,5,8,11-tetraoxadodecane)

HF2C(OCF2CF2)3OCF2H 173350-37-3 26.9 25.4 28.4 241 0 1.46 1.451 10,200 5160 1500 4170 1520 L74, O1, R30
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HFE-263m1 CF3OCH2CH3 690-22-2 ~145 days 143 days 0.4 – 0 0.227 0.125 103 29 8 6 5 L3, O1, R2

1,1,2-trifluoro-2-(trifluoromethoxy)-
ethane CHF2CHFOCF3 84011-06-3 9 8.75 9.3 150 0 0.371 0.356 3970 1240 352 363 232 L62, O1, R2

Perfluoro ethyl vinyl ether C2F5OCF=CF2 – 3.9 days 0.011 – 0 0.596 0.025 <1 <<1 <<1 <<1 <<1 L63, O1, R6

HFE-329mcc2 CHF2CF2OCF2CF3 134769-21-4 ~25 22.6 25 241 0 0.559 0.555 7410 3490 1010 2620 925 L3, O1, R2

1,1,1,3,3,3-hexafluoro trifluoro-
methoxy CF3OC(CF3)2H – 84.6 114.8 321 0 0.692 0.686 12,300 11,300 4670 11,900 8630 L64, O1, R6

HFE-338mmz1 (CF3)2CHOCHF2 26103-08-2 22.3 21.3 23.5 226 0 0.464 0.458 6470 2950 851 2120 743 L2, O1, R2

HFE-338mcf2 CF3CH2OCF2CF3 156053-88-2 ~7.5 7.56 8 138 0 0.481 0.461 3540 1070 304 282 198 L65, O1, R2

HFE-338mec3 CF3CFHCF2OCF2H 56860-85-6 9.4 10 156 0 0.712 0.682 6170 1960 559 613 369 L3, O1, R6

HFE-347mmz1 (Sevoflurane) (CF3)2CHOCH2F 28523-86-6 0.16 ppt 1.9 1.41 1.46 41.9 0 0.369 0.299 505 140 40 31 25 A2, L2, O1, R2

HFE-347mcc3 (HFE-7000) CH3OCF2CF2CF3 375-03-1 5.1 5.07 5.32 108 0 0.367 0.343 2040 579 165 135 107 L2, O1, R2

HFE-347mcf2 CHF2CH2OCF2CF3 171182-95-9 ~6.7 6.64 7 128 0 0.46 0.44 3310 973 278 242 180 L66, O1, R2

HFE-347pcf2 CHF2CF2OCH2CF3 406-78-0 6.1 5.99 6.31 120 0 0.516 0.483 3330 964 275 232 178 L2, O1, R13

HFE-347mmy1 (CF3)2CFOCH3 22052-84-2 3.7 3.66 3.83 86.6 0 0.353 0.321 1400 391 112 89 72 L2, O1, R2

HFE-347mcf CHF2OCH2CF2CF3 56860-81-2 5.8 5.73 6.03 116 0 0.55 0.517 3430 987 282 235 182 L2, O1, R6

HFE-356mec3 CH3OCF2CHFCF3 382-34-3 2.5 2.87 3 66 0 0.333 0.297 1120 312 89 70 57 L67, O1, R2

HFE-356mff2 CF3CH2OCH2CF3 333-36-8 128 days (79–270 days) 126 days (79–270 days) 128 days – 0 0.363 0.19 87 24 7 5 4 L2, O1, R2

HFE-356pcf2 CHF2CH2OCF2CHF2 50807-77-7 ~6 5.7 6 116 0 0.406 0.388 2810 810 231 192 149 L68, O1, R2

HFE-356pcf3 CHF2OCH2CF2CHF2 35042-99-0 3.5 3.52 3.67 84 0 0.421 0.393 1810 506 144 115 93 L2, O1, R2

HFE-356pcc3 CH3OCF2CF2CHF2 160620-20-2 2.5 2.87 3 66 0 0.349 0.314 1180 330 94 74 60 L67, O1, R2

HFE-356mmz1 (CF3)2CHOCH3 13171-18-1 65 days (49–128 days) 67 days (49–128 days) 66 days – 0 0.336 0.127 31 9 2 2 2 L2, O1, R2

HFE-365mcf3 CF3CF2CH2OCH3 378-16-5 25 days (17–42 days) 25 days (17–42 days) 26 days – 0 0.294 0.058 6 2 <1 <1 <1 L69, O1, R2

HFE-365mcf2 CF3CF2OCH2CH3 22052-81-9 219 days 0.573 0.59 – 0 0.486 0.309 259 72 21 16 13 L2, O1, R6

HFE-374pc2 CHF2CF2OCH2CH3 512-51-6 76 days (49–128 days) 76 days (49–128 days) 77 days – 0 0.325 0.132 45 13 4 3 2 L70, O1, R2

1,1,2,2-tetrafluoro-3-methoxy-
propane CHF2CF2CH2OCH3 60598-17-6 26 days 26 days 26 days – 0 0.256 0.052 6 2 <1 <1 <1 L71, O1, R2

HFE-43-10pccc124 (H-Galden 
1040x, HG-11) CHF2OCF2OC2F4OCHF2 188690-77-9 14.1 13.7 14.7 188 0 1.068 1.03 8580 3130 894 1470 624 L2, O1, R2

HFE-449s1 (HFE-7100) C4F9OCH3 219484-64-7 4.8 5.05 5.3 108 0 0.391 0.362 1710 487 139 113 90 L2, O1, R2

n-HFE-7100 n-C4F9OCH3 163702-07-6 4.8 5.05 5.3 108 0 0.462 0.428 2020 576 164 134 106 L2, O1, R2

i-HFE-7100 i-C4F9OCH3 163702-08-7 4.8 5.05 5.3 108 0 0.371 0.343 1620 462 132 107 85 L2, O1, R2

1-ethoxy-1,1,2,3,3,3-hexafluoro-
propane CF3CHFCF2OCH2CH3 380-34-7 147 days 147 days 150 days – 0 0.347 0.195 96 27 8 6 5 L62, O1, R2

1,1,1,2,2,3,3-Heptafluoro-3-
(1,2,2,2-tetrafluoroethoxy)-
propane

CF3CF2CF2OCHFCF3 3330-15-2 59.4 51.1 62 292 0 0.6 0.594 8140 6040 2020 6150 3390 L62, O1, R2

HFE-54-11mecf CF3CHFCF2OCH2CF2CF3 1000-28-8 9.1 0.95 0.98 30.4 0 0.778 0.575 437 121 35 27 22 L2, O1, R6

HFE-569sf2 (HFE-7200, isomer 
mix) C4F9OC2H5 – 0.8 0.784 0.808 25.9 0 0.653 0 <<1 <<1 <<1 <<1 <<1 L72, O1, R6

n-HFE-7200 n-C4F9OC2H5 163702-05-4 0.8 0.784 0.808 25.9 0 0.429 0.3 214 59 17 13 11 L72, O1, R2

i-HFE-7200 i-C4F9OC2H5 163702-06-5 0.63 0.63 0.649 21.5 0 0.33 0.216 124 34 10 8 6 L72, O1, R2

n-HFE-7300 n-C2F5CF(OCH3)CF(CF3)2 132182-92-4 4.99 5.23 107 0 0.572 0.536 1790 509 145 118 94 L73, O1, R29

n-HFE-7500 n-C3F7CF(OC2H5)CF(CF3)2 297730-93-9 0.348 0.354 – 0 0.616 0.332 67 19 5 4 3 L73, O1, R29

HFE-236ca12 (HG-10) CHF2OCF2OCHF2 78522-47-1 26.5 25.1 28 240 0 0.663 0.669 11,900 5950 1740 4780 1730 L2, O1, R2

HFE-338pcc13 (HG-01) CHF2OCF2CF2OCHF2 188690-78-0 13.4 13 14 183 0 0.904 0.92 9540 3400 972 1500 669 L2, O1, R2

HG-02  (1,1'-oxybis[2-(difluoro-
methoxy)-1,1,2,2-tetrafluoro-
ethane)

HF2C(OCF2CF2)2OCF2H 205367-61-9 26.9 25.4 28.4 241 0 1.18 1.167 10,900 5520 1610 4460 1630 L74, O1, R30

HG-03 (1,1,3,3,4,4, 6,6,7,7,9,9,
10,10,12,12-hexadecafluoro-
2,5,8,11-tetraoxadodecane)

HF2C(OCF2CF2)3OCF2H 173350-37-3 26.9 25.4 28.4 241 0 1.46 1.451 10,200 5160 1500 4170 1520 L74, O1, R30
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Lifetime 
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WMO (2022) Total 
Lifetime 
(years)

Tropospheric 
(OH Reactive 
Loss) Lifetime 

2022 
(years)

Stratospheric 
Lifetime 2022 

(years)

ODP Radiative 
Efficiency 

(well mixed) 
(W m–2 ppb–1) b
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20-yr
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100-yr
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GTP
50-yr

GTP
100-yr

Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

HG-04  (1,1,3,3,4,4,6,6,7,7,9,9,
10,10,12,12,13,13,15,15-eicosa-
fluoro-2,5,8,11,14-pentaoxa-
pentadecane)

HCF2O(CF2CF2O)4CF2H 173350-38-4 26.9 25.4 28.4 241 0 1.5 1.493 8420 4250 1240 3430 1250 L74, O1, R30

HG-20 HF2C(OCF2)2OCF2H 249932-25-0 26.5 25.1 28 240 0 1.181 1.159 15,200 7590 2210 6090 2210 L75, O1, R6

HG-21 HF2COCF2CF2OCF2OCF2OCF2H 249932-26-1 13.4 13 14 183 0 1.822 1.763 11,700 4170 1190 1840 820 L74, O1, R6

HG-30 HF2C(OCF2)3OCF2H – 26.5 25.1 28 240 0 1.601 1.572 16,300 8150 2370 6540 2370 L75, O1, R6

1-ethoxy-1,1,2,2,3,3,3-heptafluoro
-propane CF3CF2CF2OCH2CH3 22052-86-4 0.75 0.728 0.75 24.3 0 0.516 0.354 289 80 23 18 14 L70, O1, R6

Fluoroxene CF3CH2OCH=CH2 406-90-6 3.6 days 3.6 days 3.6 days – 0 0.3 0.012 <1 <<1 <<1 <<1 <<1 L70, O1, R31

1,1,2,2-tetrafluoro-1-(fluorometh-
oxy)ethane CH2FOCF2CF2H 37031-31-5 6.2 5.89 6.2 119 0 0.468 0.44 3980 1150 328 276 213 L70, O1, R6

2-ethoxy-3,3,4,4,5-pentafluoro-
tetrahydro-2,5-bis[1,2,2,2-tetra-
fluoro-1-(trifluoromethyl)ethyl]-
furan

C12H5F19O2 920979-28-8 0.81 0.806 0.83 26.5 0 0.66 0.467 167 46 13 10 8 L76, O1, R32

Fluoro(methoxy)methane CH3OCH2F 460-22-0 73 days 72 days 73 days – 0 0.191 0.076 56 16 4 3 3 L77, O1, R6

Fluoro(fluoromethoxy)methane CH2FOCH2F 462-51-1 0.9 0.872 0.9 28.3 0 0.191 0.222 566 157 45 35 28 L78, O1, R6

Difluoro(fluoromethoxy)methane CH2FOCHF2 461-63-2 3.2 3.17 3.3 78 0 0.25 0.315 2380 665 190 150 121 L78, O1, R6

Trifluoro(fluoromethoxy)methane CH2FOCF3 2261-01-0 4.2 4.2 4.4 95 0 0.308 0.389 3280 923 263 211 169 L78, O1, R6

HG'-01 CH3OCF2CF2OCH3 73287-23-7 1.7 1.68 1.74 48 0 0.352 0.291 723 201 57 45 36 L79, O1, R2

HG'-02 CH3O(CF2CF2O)2CH3 485399-46-0 1.7 1.68 1.74 48 0 0.683 0.563 816 227 65 50 41 L79, O1, R2

HG'-03 CH3O(CF2CF2O)3CH3 485399-48-2 1.7 1.68 1.74 48 0 0.927 0.763 780 217 62 48 39 L79, O1, R2

HFE-329me3 CF3CFHCF2OCF3 428454-68-6 33.6 31 35.3 256 0 0.499 0.5 7400 4190 1250 3740 1500 L80, O1, R2

2-chloro-1,1,2-trifluoro-1-methoxy-
ethane CH3OCF2CHFCl 425-87-6 1.43 1.44 1.49 43 0 0.313 0.251 584 162 46 36 29 L81, O1, R6

Octafluorooxolane c-C4F8O 773-14-8 0.074 ppt – >3000 – >3000 0 0.469 0.469 10,200 14,100 19,000 14,600 17,100 A5, L82, O1, R32

PFPMIE (perfluoropolymethyl-
isopropyl ether) CF3OCF(CF3)CF2OCF2OCF3 1309353-34-1 800 370 – 370 0 0.653 0.656 7830 9830 8860 10,300 10,900 L83, O1, R2

HFE-216 CF3OCF=CF2 1187-93-5 1.6 days 4.7 days 4.7 days – 0 0.491 0.024 <1 <1 <<1 <<1 <<1 L84, O1, R6

Fluoroesters

Trifluoromethyl formate HC(O)OCF3 85358-65-2 <3.5 3.55 3.71 110 0 0.347 0.313 2320 650 185 147 119 L85, O1, R34

Perfluoroethyl formate HC(O)OCF2CF3 313064-40-3 <3.6 3.57 3.73 110 0 0.504 0.456 2370 662 189 150 121 L86, O1, R34

Perfluoropropyl formate HC(O)OCF2CF2CF3 271257-42-2 <2.6 2.62 2.73 83 0 0.222 0.194 569 158 45 36 29 L86, O1, R34

Perfluorobutyl formate HC(O)OCF2CF2CF2CF3 197218-56-7 <2.6 2.6 2.7 83 0 0.613 0.54 1270 354 101 79 65 L87, O1, R34

2,2,2-trifluoroethyl formate HC(O)OCH2CF3 32042-38-9 200 days 0.54 0.56 – 0 0.278 0.176 178 49 14 11 9 L88, O1, R34

3,3,3-trifluoropropyl formate HC(O)OCH2CH2CF3 1344118-09-7 99 days 108 days 110 days – 0 0.277 0.138 69 19 5 4 3 L89, O1, R34

1,2,2,2-tetrafluoroethyl formate HC(O)OCHFCF3 481631-19-0 3.1 3.12 3.25 77 0 0.396 0.354 1810 504 144 114 92 L90, O1, R34

1,1,1,3,3,3-hexafluoropropan-2-yl- 
formate HC(O)OCH(CF3)2 856766-70-6 3.1 3.07 3.2 76 0 0.373 0.335 1250 350 100 79 64 L89, O1, R34

Perfluorobutyl acetate CH3C(O)OCF2CF2CF2CF3 209597-28-4 22 days 22 days 22 days – 0 0.706 0.125 7 2 <1 <1 <1 L91, O1, R34

Perfluoropropyl acetate CH3C(O)OCF2CF2CF3 1344118-10-0 22 days 22 days 22 days – 0 0.571 0.101 6 2 <1 <1 <1 L92, O1, R34

Perfluoroethyl acetate CH3C(O)OCF2CF3 343269-97-6 22 days 22 days 22 days – 0 0.572 0.101 8 2 <1 <1 <1 L92, O1, R34

Trifluoromethyl acetate CH3C(O)OCF3 74123-20-9 22 days 22 days 22 days – 0 0.404 0.071 8 2 <1 <1 <1 L92, O1, R34

Methyl carbonofluoridate FCOOCH3 1538-06-3 1.8 1.74 1.81 50 0 0.085 0.071 380 106 30 23 19 L90, O1, R34

1,1-difluoroethyl carbonofluoridate FC(O)OCF2CH3 1344118-11-1 110 days 108 days 110 days – 0 0.352 0.171 95 26 8 6 5 L93, O1, R34

1,1-difluoroethyl 2,2,2-trifluoro-
acetate CF3C(O)OCF2CH3 – 110 days 119 days 120 days – 0 0.533 0.271 119 33 9 7 6 L89, O1, R34

Ethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH3 383-63-1 22 days 69 days 70 days – 0 0.315 0.122 39 11 3 2 2 L94, O1, R2

2,2,2-trifluoroethyl 2,2,2-trifluoro-
acetate CF3C(O)OCH2CF3 – 180 days 176 days 180 days – 0 0.428 0.257 152 42 12 9 8 L94, O1, R34

Methyl 2,2,2-trifluoroacetate CF3C(O)OCH3 431-47-0 1 0.98 1.01 31 0 0.267 0.201 369 103 29 23 19 L94, O1, R35

Methyl 2,2-difluoroacetate HCF2C(O)OCH3 433-53-4 124 days 122 days 124 days – 0 0.193 0.101 74 20 6 4 4 L94, O1, R34
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HG-04  (1,1,3,3,4,4,6,6,7,7,9,9,
10,10,12,12,13,13,15,15-eicosa-
fluoro-2,5,8,11,14-pentaoxa-
pentadecane)

HCF2O(CF2CF2O)4CF2H 173350-38-4 26.9 25.4 28.4 241 0 1.5 1.493 8420 4250 1240 3430 1250 L74, O1, R30

HG-20 HF2C(OCF2)2OCF2H 249932-25-0 26.5 25.1 28 240 0 1.181 1.159 15,200 7590 2210 6090 2210 L75, O1, R6

HG-21 HF2COCF2CF2OCF2OCF2OCF2H 249932-26-1 13.4 13 14 183 0 1.822 1.763 11,700 4170 1190 1840 820 L74, O1, R6

HG-30 HF2C(OCF2)3OCF2H – 26.5 25.1 28 240 0 1.601 1.572 16,300 8150 2370 6540 2370 L75, O1, R6

1-ethoxy-1,1,2,2,3,3,3-heptafluoro
-propane CF3CF2CF2OCH2CH3 22052-86-4 0.75 0.728 0.75 24.3 0 0.516 0.354 289 80 23 18 14 L70, O1, R6

Fluoroxene CF3CH2OCH=CH2 406-90-6 3.6 days 3.6 days 3.6 days – 0 0.3 0.012 <1 <<1 <<1 <<1 <<1 L70, O1, R31

1,1,2,2-tetrafluoro-1-(fluorometh-
oxy)ethane CH2FOCF2CF2H 37031-31-5 6.2 5.89 6.2 119 0 0.468 0.44 3980 1150 328 276 213 L70, O1, R6

2-ethoxy-3,3,4,4,5-pentafluoro-
tetrahydro-2,5-bis[1,2,2,2-tetra-
fluoro-1-(trifluoromethyl)ethyl]-
furan

C12H5F19O2 920979-28-8 0.81 0.806 0.83 26.5 0 0.66 0.467 167 46 13 10 8 L76, O1, R32

Fluoro(methoxy)methane CH3OCH2F 460-22-0 73 days 72 days 73 days – 0 0.191 0.076 56 16 4 3 3 L77, O1, R6

Fluoro(fluoromethoxy)methane CH2FOCH2F 462-51-1 0.9 0.872 0.9 28.3 0 0.191 0.222 566 157 45 35 28 L78, O1, R6

Difluoro(fluoromethoxy)methane CH2FOCHF2 461-63-2 3.2 3.17 3.3 78 0 0.25 0.315 2380 665 190 150 121 L78, O1, R6

Trifluoro(fluoromethoxy)methane CH2FOCF3 2261-01-0 4.2 4.2 4.4 95 0 0.308 0.389 3280 923 263 211 169 L78, O1, R6

HG'-01 CH3OCF2CF2OCH3 73287-23-7 1.7 1.68 1.74 48 0 0.352 0.291 723 201 57 45 36 L79, O1, R2

HG'-02 CH3O(CF2CF2O)2CH3 485399-46-0 1.7 1.68 1.74 48 0 0.683 0.563 816 227 65 50 41 L79, O1, R2

HG'-03 CH3O(CF2CF2O)3CH3 485399-48-2 1.7 1.68 1.74 48 0 0.927 0.763 780 217 62 48 39 L79, O1, R2

HFE-329me3 CF3CFHCF2OCF3 428454-68-6 33.6 31 35.3 256 0 0.499 0.5 7400 4190 1250 3740 1500 L80, O1, R2

2-chloro-1,1,2-trifluoro-1-methoxy-
ethane CH3OCF2CHFCl 425-87-6 1.43 1.44 1.49 43 0 0.313 0.251 584 162 46 36 29 L81, O1, R6

Octafluorooxolane c-C4F8O 773-14-8 0.074 ppt – >3000 – >3000 0 0.469 0.469 10,200 14,100 19,000 14,600 17,100 A5, L82, O1, R32

PFPMIE (perfluoropolymethyl-
isopropyl ether) CF3OCF(CF3)CF2OCF2OCF3 1309353-34-1 800 370 – 370 0 0.653 0.656 7830 9830 8860 10,300 10,900 L83, O1, R2

HFE-216 CF3OCF=CF2 1187-93-5 1.6 days 4.7 days 4.7 days – 0 0.491 0.024 <1 <1 <<1 <<1 <<1 L84, O1, R6

Fluoroesters

Trifluoromethyl formate HC(O)OCF3 85358-65-2 <3.5 3.55 3.71 110 0 0.347 0.313 2320 650 185 147 119 L85, O1, R34

Perfluoroethyl formate HC(O)OCF2CF3 313064-40-3 <3.6 3.57 3.73 110 0 0.504 0.456 2370 662 189 150 121 L86, O1, R34

Perfluoropropyl formate HC(O)OCF2CF2CF3 271257-42-2 <2.6 2.62 2.73 83 0 0.222 0.194 569 158 45 36 29 L86, O1, R34

Perfluorobutyl formate HC(O)OCF2CF2CF2CF3 197218-56-7 <2.6 2.6 2.7 83 0 0.613 0.54 1270 354 101 79 65 L87, O1, R34

2,2,2-trifluoroethyl formate HC(O)OCH2CF3 32042-38-9 200 days 0.54 0.56 – 0 0.278 0.176 178 49 14 11 9 L88, O1, R34

3,3,3-trifluoropropyl formate HC(O)OCH2CH2CF3 1344118-09-7 99 days 108 days 110 days – 0 0.277 0.138 69 19 5 4 3 L89, O1, R34

1,2,2,2-tetrafluoroethyl formate HC(O)OCHFCF3 481631-19-0 3.1 3.12 3.25 77 0 0.396 0.354 1810 504 144 114 92 L90, O1, R34

1,1,1,3,3,3-hexafluoropropan-2-yl- 
formate HC(O)OCH(CF3)2 856766-70-6 3.1 3.07 3.2 76 0 0.373 0.335 1250 350 100 79 64 L89, O1, R34

Perfluorobutyl acetate CH3C(O)OCF2CF2CF2CF3 209597-28-4 22 days 22 days 22 days – 0 0.706 0.125 7 2 <1 <1 <1 L91, O1, R34

Perfluoropropyl acetate CH3C(O)OCF2CF2CF3 1344118-10-0 22 days 22 days 22 days – 0 0.571 0.101 6 2 <1 <1 <1 L92, O1, R34

Perfluoroethyl acetate CH3C(O)OCF2CF3 343269-97-6 22 days 22 days 22 days – 0 0.572 0.101 8 2 <1 <1 <1 L92, O1, R34

Trifluoromethyl acetate CH3C(O)OCF3 74123-20-9 22 days 22 days 22 days – 0 0.404 0.071 8 2 <1 <1 <1 L92, O1, R34

Methyl carbonofluoridate FCOOCH3 1538-06-3 1.8 1.74 1.81 50 0 0.085 0.071 380 106 30 23 19 L90, O1, R34

1,1-difluoroethyl carbonofluoridate FC(O)OCF2CH3 1344118-11-1 110 days 108 days 110 days – 0 0.352 0.171 95 26 8 6 5 L93, O1, R34

1,1-difluoroethyl 2,2,2-trifluoro-
acetate CF3C(O)OCF2CH3 – 110 days 119 days 120 days – 0 0.533 0.271 119 33 9 7 6 L89, O1, R34

Ethyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH3 383-63-1 22 days 69 days 70 days – 0 0.315 0.122 39 11 3 2 2 L94, O1, R2

2,2,2-trifluoroethyl 2,2,2-trifluoro-
acetate CF3C(O)OCH2CF3 – 180 days 176 days 180 days – 0 0.428 0.257 152 42 12 9 8 L94, O1, R34

Methyl 2,2,2-trifluoroacetate CF3C(O)OCH3 431-47-0 1 0.98 1.01 31 0 0.267 0.201 369 103 29 23 19 L94, O1, R35

Methyl 2,2-difluoroacetate HCF2C(O)OCH3 433-53-4 124 days 122 days 124 days – 0 0.193 0.101 74 20 6 4 4 L94, O1, R34
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Difluoromethyl 2,2,2-trifluoro-
acetate CF3C(O)OCHF2 2024-86-4 110 days 108 days 110 days – 0 0.471 0.23 100 28 8 6 5 L89, O1, R34

Vinyl 2,2,2-trifluoroacetate CF3C(O)OCH=CH2 433-28-3 1.7 days 1.7 days – 0 0.261 0.009 <<1 <<1 <<1 <<1 <<1 L95, O1, R2

Allyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH=CH2 383-67-5 1.5 days 1.5 days – 0 0.334 0.008 <<1 <<1 <<1 <<1 <<1 L95, O1, R2

Halogenated Alcohols

3,3,3-trifluoropropan-1-ol CF3CH2CH2OH 2240-88-2 15 days 16 days 16 days – 0 0.221 0.032 3 <1 <1 <1 <1 L2, O1, R2

2,2,3,3,3-pentafluoropropan-1-ol CF3CF2CH2OH 422-05-9 172 days 168 days 172 days – 0 0.289 0.17 125 35 10 8 6 L2, O1, R2

4,4,4-trifluorobutan-1-ol CF3(CH2)2CH2OH 461-18-7 5.4 days 5.4 days 5.4 days – 0 0.116 0.007 <1 <<1 <<1 <<1 <<1 L96, O1, R2

2,2,3,3,4,4,5,5-octafluorocyclo-
pentanol -(CF2)4CH(OH)- 16621-87-7 110 days 19.5 days 19.5 days – 0 0.319 0.054 3 <1 <1 <1 <1 L97, O1, R2

1,1,1,3,3,3-hexafluoropropan-2-ol (CF3)2CHOH 920-66-1 1.9 1.88 1.95 53 0 0.334 0.294 789 219 63 49 40 L97, O1, R2

3,3,4,4,5,5,6,6,7,7,7-undeca-
fluoroheptan-1-ol CF3(CF2)4CH2CH2OH 185689-57-0 17 days 17 days 17.4 days – 0 0.371 0.058 2 <1 <1 <1 <1 L98, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-
pentadecafluorononan-1-ol CF3(CF2)6CH2CH2OH 755-02-2 17 days 17 days 17.4 days – 0 0.412 0.065 2 <1 <1 <1 <<1 L98, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10, 
10,11,11,11-nonadecafluoro-
undecan-1-ol

CF3(CF2)8CH2CH2OH 87017-97-8 17 days 13 days 12.8 days – 0 0.312 0.04 <1 <1 <<1 <<1 <<1 L98, O1, R2

2,2,3,3,4,4,4-heptafluoro-
butan-1-ol CF3CF2CF2CH2OH 375-01-9 0.55 0.46 0.472 – 0 0.321 0.197 109 30 9 7 5 L99, O1, R2

2,2,3,3-tetrafluoro-1-propanol CHF2CF2CH2OH 76-37-9 93 days 92.4 days 93.6 days – 0 0.257 0.122 56 16 4 3 3 L100, O1, R2

2,2,3,4,4,4-hexafluoro-1-butanol CF3CHFCF2CH2OH 382-31-0 134 days (85–280 days) 132 days (85–280 days) 134 days – 0 0.424 0.227 108 30 9 7 5 L2, O1, R2

2-fluoroethanol CH2FCH2OH 371-62-0 16 days 16.2 days 16.2 days – 0 0.087 0.012 2 <1 <1 <1 <<1 L2, O1, R2

2,2-difluoroethanol CHF2CH2OH 359-13-7 61 days 60.8 days 61.4 days – 0 0.127 0.045 22 6 2 1 1 L2, O1, R2

2,2,2-trifluoroethanol CF3CH2OH 75-89-8 167 days 163 days 167 days – 0 0.202 0.1 107 30 8 7 5 L2, O1, R2

2,2-3,3,4,4,5,5,5-fluoro-1-
pentanol CF3CF2CF2CF2CH2OH – 172 days (111–330 days) 168 days (111–330 days) 172 days – 0 0.529 0.045 20 6 2 1 <1 L2, O1, R6

Halogenated Ketones

1-fluoropropan-2-one CH3C(O)CH2F 430-51-3 16 days 136 days – 0 0.046 0.026 4 <1 <1 <1 <1 L3, O1, R2

1,1,1-trifluoropropan-2-one CF3C(O)CH3 421-50-1 16 days 136 days – 0 0.205 0.099 9 3 <1 <1 <1 L3, O1, R2

1,1,1,3,3,3-hexafluoropropan-
2-one CF3C(O)CF3 684-16-2 18 days – – 0 0.289 0.147 10 3 <1 <1 <1 L3, O1, R2

1,1,1-trifluorobutan-2-one CF3C(O)CH2CH3 381-88-4 0.8 days 13.5 days – 0 0.205 0.0994 <1 <1 <<1 <<1 <<1 L3, O1, R2

NOVEC-1230,  FK-5-1-12 (Perfluoro
-(2-methyl-3-pentanone)) CF3CF2C(O)CF(CF3)2 756-13-8 7 days (7–14 days) 7 days (7–14 days) – – 0 0.407 0.133 2 <1 <1 <1 <<1 L101, O1, R2

NOVEC-774 (Tetradecafluoro-
2,4-dimethylpentan-3-one) (CF3)2CFC(O)CF(CF3)2 – – 7 days – – 0 0.802 0.264 3 <1 <1 <1 <1 L101, L102, O1, R6

Perfluoro(2-methyl-3-hexanone) CF3CF2CF2C(O)CF(CF3)2 – – 7 days – – 0 0.768 0.253 3 <1 <1 <1 <1 L101, L102, O1, R6

Chloroacetone CH3C(O)CH2Cl 78-95-5 1 day 32 days – 0.038 4.60E-04 <<1 <<1 <<1 <<1 <<1 L103, O1, R2

Bromoacetone CH3C(O)CH2Br 598-31-2 <2 hours 15 days – 0.045 5.00E-05 <<1 <<1 <<1 <<1 <<1 L104, O1, R6

Halogenated Aldehydes

Trifluoroacetaldehyde CF3CHO 75-90-1 2.7 days 31 days – 0 0.167 0.00481 <<1 <<1 <<1 <<1 <<1 L105, L106, O1, R2

Trifluoroacetyl fluoride CF3CFO 354-34-7 6.9 days – – 0 0.274 0.0188 <1 <1 <<1 <<1 <<1 L106, O1, R6

Oxalyl fluoride FC(O)C(O)F 359-40-0 5.1 days – – 0 0.188 0.00988 <1 <<1 <<1 <<1 <<1 L106, O1, R6

3,3,3-trifluoro-propanal CF3CH2CHO 460-40-2 5 days 2.7 days 5.5 days – 0 0.173 0.00515 <<1 <<1 <<1 <<1 <<1 L106, L107, O1, R2

2,2,3,3,3-pentafluoropropanal CF3CF2CHO 422-06-0 1.4 days 13.5 days – 0 0.202 0.00331 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

Difluoromalonyl fluoride FC(O)CF2C(O)F 5930-67-6 6.9 days – – 0 0.29 0.0198 <1 <1 <<1 <<1 <<1 L106, O1, R6

4,4,4-trifluorobutanal CF3CH2CH2CHO 406-87-1 1.8 days 2.6 days – 0 0.163 0.00336 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

2,2,3,3,4,4,4-heptafluorobutanal CF3CF2CF2CHO 375-02-0 1.1 days 13.5 days – 0 0.25 0.00328 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

Tetrafluorosuccinyl fluoride FC(O)CF2CF2C(O)F 679-13-0 6.9 days – – 0 0.375 0.0257 <1 <1 <<1 <<1 <<1 L106, O1, R6

2,2,3,3,4,4,5,5,5-nonafluoro-
petanal CF3CF2CF2CF2CHO 375-53-1 1.1 days 13.5 days – 0 0.286 0.00376 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2
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Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Difluoromethyl 2,2,2-trifluoro-
acetate CF3C(O)OCHF2 2024-86-4 110 days 108 days 110 days – 0 0.471 0.23 100 28 8 6 5 L89, O1, R34

Vinyl 2,2,2-trifluoroacetate CF3C(O)OCH=CH2 433-28-3 1.7 days 1.7 days – 0 0.261 0.009 <<1 <<1 <<1 <<1 <<1 L95, O1, R2

Allyl 2,2,2-trifluoroacetate CF3C(O)OCH2CH=CH2 383-67-5 1.5 days 1.5 days – 0 0.334 0.008 <<1 <<1 <<1 <<1 <<1 L95, O1, R2

Halogenated Alcohols

3,3,3-trifluoropropan-1-ol CF3CH2CH2OH 2240-88-2 15 days 16 days 16 days – 0 0.221 0.032 3 <1 <1 <1 <1 L2, O1, R2

2,2,3,3,3-pentafluoropropan-1-ol CF3CF2CH2OH 422-05-9 172 days 168 days 172 days – 0 0.289 0.17 125 35 10 8 6 L2, O1, R2

4,4,4-trifluorobutan-1-ol CF3(CH2)2CH2OH 461-18-7 5.4 days 5.4 days 5.4 days – 0 0.116 0.007 <1 <<1 <<1 <<1 <<1 L96, O1, R2

2,2,3,3,4,4,5,5-octafluorocyclo-
pentanol -(CF2)4CH(OH)- 16621-87-7 110 days 19.5 days 19.5 days – 0 0.319 0.054 3 <1 <1 <1 <1 L97, O1, R2

1,1,1,3,3,3-hexafluoropropan-2-ol (CF3)2CHOH 920-66-1 1.9 1.88 1.95 53 0 0.334 0.294 789 219 63 49 40 L97, O1, R2

3,3,4,4,5,5,6,6,7,7,7-undeca-
fluoroheptan-1-ol CF3(CF2)4CH2CH2OH 185689-57-0 17 days 17 days 17.4 days – 0 0.371 0.058 2 <1 <1 <1 <1 L98, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-
pentadecafluorononan-1-ol CF3(CF2)6CH2CH2OH 755-02-2 17 days 17 days 17.4 days – 0 0.412 0.065 2 <1 <1 <1 <<1 L98, O1, R2

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10, 
10,11,11,11-nonadecafluoro-
undecan-1-ol

CF3(CF2)8CH2CH2OH 87017-97-8 17 days 13 days 12.8 days – 0 0.312 0.04 <1 <1 <<1 <<1 <<1 L98, O1, R2

2,2,3,3,4,4,4-heptafluoro-
butan-1-ol CF3CF2CF2CH2OH 375-01-9 0.55 0.46 0.472 – 0 0.321 0.197 109 30 9 7 5 L99, O1, R2

2,2,3,3-tetrafluoro-1-propanol CHF2CF2CH2OH 76-37-9 93 days 92.4 days 93.6 days – 0 0.257 0.122 56 16 4 3 3 L100, O1, R2

2,2,3,4,4,4-hexafluoro-1-butanol CF3CHFCF2CH2OH 382-31-0 134 days (85–280 days) 132 days (85–280 days) 134 days – 0 0.424 0.227 108 30 9 7 5 L2, O1, R2

2-fluoroethanol CH2FCH2OH 371-62-0 16 days 16.2 days 16.2 days – 0 0.087 0.012 2 <1 <1 <1 <<1 L2, O1, R2

2,2-difluoroethanol CHF2CH2OH 359-13-7 61 days 60.8 days 61.4 days – 0 0.127 0.045 22 6 2 1 1 L2, O1, R2

2,2,2-trifluoroethanol CF3CH2OH 75-89-8 167 days 163 days 167 days – 0 0.202 0.1 107 30 8 7 5 L2, O1, R2

2,2-3,3,4,4,5,5,5-fluoro-1-
pentanol CF3CF2CF2CF2CH2OH – 172 days (111–330 days) 168 days (111–330 days) 172 days – 0 0.529 0.045 20 6 2 1 <1 L2, O1, R6

Halogenated Ketones

1-fluoropropan-2-one CH3C(O)CH2F 430-51-3 16 days 136 days – 0 0.046 0.026 4 <1 <1 <1 <1 L3, O1, R2

1,1,1-trifluoropropan-2-one CF3C(O)CH3 421-50-1 16 days 136 days – 0 0.205 0.099 9 3 <1 <1 <1 L3, O1, R2

1,1,1,3,3,3-hexafluoropropan-
2-one CF3C(O)CF3 684-16-2 18 days – – 0 0.289 0.147 10 3 <1 <1 <1 L3, O1, R2

1,1,1-trifluorobutan-2-one CF3C(O)CH2CH3 381-88-4 0.8 days 13.5 days – 0 0.205 0.0994 <1 <1 <<1 <<1 <<1 L3, O1, R2

NOVEC-1230,  FK-5-1-12 (Perfluoro
-(2-methyl-3-pentanone)) CF3CF2C(O)CF(CF3)2 756-13-8 7 days (7–14 days) 7 days (7–14 days) – – 0 0.407 0.133 2 <1 <1 <1 <<1 L101, O1, R2

NOVEC-774 (Tetradecafluoro-
2,4-dimethylpentan-3-one) (CF3)2CFC(O)CF(CF3)2 – – 7 days – – 0 0.802 0.264 3 <1 <1 <1 <1 L101, L102, O1, R6

Perfluoro(2-methyl-3-hexanone) CF3CF2CF2C(O)CF(CF3)2 – – 7 days – – 0 0.768 0.253 3 <1 <1 <1 <1 L101, L102, O1, R6

Chloroacetone CH3C(O)CH2Cl 78-95-5 1 day 32 days – 0.038 4.60E-04 <<1 <<1 <<1 <<1 <<1 L103, O1, R2

Bromoacetone CH3C(O)CH2Br 598-31-2 <2 hours 15 days – 0.045 5.00E-05 <<1 <<1 <<1 <<1 <<1 L104, O1, R6

Halogenated Aldehydes

Trifluoroacetaldehyde CF3CHO 75-90-1 2.7 days 31 days – 0 0.167 0.00481 <<1 <<1 <<1 <<1 <<1 L105, L106, O1, R2

Trifluoroacetyl fluoride CF3CFO 354-34-7 6.9 days – – 0 0.274 0.0188 <1 <1 <<1 <<1 <<1 L106, O1, R6

Oxalyl fluoride FC(O)C(O)F 359-40-0 5.1 days – – 0 0.188 0.00988 <1 <<1 <<1 <<1 <<1 L106, O1, R6

3,3,3-trifluoro-propanal CF3CH2CHO 460-40-2 5 days 2.7 days 5.5 days – 0 0.173 0.00515 <<1 <<1 <<1 <<1 <<1 L106, L107, O1, R2

2,2,3,3,3-pentafluoropropanal CF3CF2CHO 422-06-0 1.4 days 13.5 days – 0 0.202 0.00331 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

Difluoromalonyl fluoride FC(O)CF2C(O)F 5930-67-6 6.9 days – – 0 0.29 0.0198 <1 <1 <<1 <<1 <<1 L106, O1, R6

4,4,4-trifluorobutanal CF3CH2CH2CHO 406-87-1 1.8 days 2.6 days – 0 0.163 0.00336 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

2,2,3,3,4,4,4-heptafluorobutanal CF3CF2CF2CHO 375-02-0 1.1 days 13.5 days – 0 0.25 0.00328 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2

Tetrafluorosuccinyl fluoride FC(O)CF2CF2C(O)F 679-13-0 6.9 days – – 0 0.375 0.0257 <1 <1 <<1 <<1 <<1 L106, O1, R6

2,2,3,3,4,4,5,5,5-nonafluoro-
petanal CF3CF2CF2CF2CHO 375-53-1 1.1 days 13.5 days – 0 0.286 0.00376 <<1 <<1 <<1 <<1 <<1 L3, L106, O1, R2
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Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Iodocarbons

Methyl iodide CH3I 74-88-4 0.8 ppt (0.3–2.1) <14 days (3.5–14 days) <14 days (3.5–14 days) 269 days – <0.42 0.009 0.004 <1 <<1 <<1 <<1 <<1 A3, L2, L108, L109, L110, O11, R2

Bromoiodomethane CH2BrI 557-68-6 ≤60 mins ≤60 mins 150 days – <0.02 0.031 2.00E-05 <<1 <<1 <<1 <<1 <<1 L108, L111, L112, O14, R6

Chloroiodomethane CH2ClI 593-71-5 <100 mins <100 mins 150 days – <0.07 0.035 4.00E-05 <<1 <<1 <<1 <<1 <<1 L108, L111, L112, O11, R6

Diiodomethane CH2I2 75-11-6 ≤5 mins ≤5 mins 3.8 days – <0.02 0.038 2.00E-06 <<1 <<1 <<1 <<1 <<1 L108, L111, L113, O14, R2

Trifluoroiodomethane CF3I 2314-97-8 <5 days (0.7–5 days) <5 days (0.7–5 days) 3 – <0.09 0.283 0.067 1 <1 <<1 <<1 <<1 L108, L109, L110, O11, R6

Iodoethane CH3CH2I 75-03-6 <4 days (2.4–13.9 days) <4 days (2.4–13.9 days) 52 days (13–94 
days) – <0.02 0.021 0.004 <<1 <<1 <<1 <<1 <<1 L108, L110, L111, L114, O14, R2

n-iodopropane CH3CH2CH2I 107-08-4 <2 days <2 days 14.6 days – <0.02 0.0248 5.60E-04 <<1 <<1 <<1 <<1 <<1 L108, L111, L114, O14, R6

i-iodopropane CH3CHICH3 75-30-9 <1 day <1 day 12.7 days – >0.02 0.043 5.20E-04 <<1 <<1 <<1 <<1 <<1 L108, L114, O14, R2

3-iodo-1-propene CH2=CHCH2I 556-56-9 <1.2 days 1.4 days – – 0.042 6.00E-04 <<1 <<1 <<1 <<1 <<1 L3, L115, R2

1-iodo-heptafluoropropane CF3CF2CF2I 754-34-7 <2 days <2 days 3 – <0.09 0.427 9.69E-03 <<1 <<1 <<1 <<1 <<1 L108, L116, O15, R6

Tert-butyl iodide (CH3)3CI 558-17-8 <5 days 13.6 days – – 0.032 0.008 <1 <<1 <<1 <<1 <<1 L3, L115, R6

Special Compounds

Carbonyl fluoride COF2 353-50-4 7 days (5–10 days) 7 days (5–10 days) – – 0.123 0.008 <1 <1 <<1 <<1 <<1 L106, R2

Phosphorus tribromide PBr3 7789-60-8 <0.01 days <0.1 day – – 0.038 <0.001 <<1 <<1 <<1 <<1 <<1 L106, R6

Ammonia NH3 7664-41-7 (few days) (few days) 110 days – – 0.061 0.0014 <1 <<1 <<1 <<1 <<1 L2, L106, R2

Carbonyl Sulfide COS 463-58-1 505 ppt 2 2 – 60 – 0.016 0.0137 109 30 9 7 6 A3, L117, R2

Sulfuryl fluoride SO2F2 699-79-8 2.6 ppt 36 36 >300 630 0 0.203 0.2 7130 4390 1340 4140 1820 A2, L2, L118, O1, R2

Trifluoroacetic acid (TFA) CF3C(O)OH 76-05-1 5 days 116 days – 0 0.359 0.019 <1 <1 <<1 <<1 <<1 L106, L119, O1, R2

3,5-dichloro-2,4,6-trifluoro-
pyridine (DCTFP) C5Cl2F3N 1737-93-5 – – – – 0.118 – – – – – – R6

Heptafluorobutyronitrile (CF3)2CFCN 375-00-8 32.7 58.3 74 0 0.223 0.221 4020 2350 705 2140 884 L120, O1, R37

Chlorine nitrate ClONO2 14545-72-3 14 days – – – 0.086 0.0108 1 <1 <<1 <<1 <<1 L121, R2

Bromine nitrate BrONO2 40423-14-1 ~2 hours – – – 0.102 1.09E-04 <<1 <<1 <<1 <<1 <<1 L121, R2

Table Heading Footnotes:
a  Atmospheric abundances were taken from Chapter 1, Chapter 2, and WMO (2018) for the year 2020 or 2016, as noted in the footnotes.
b  Values in this column include molecule dependent stratospheric temperature adjustment (see Section A.2.5.2) and assumes that compounds are well mixed 
in the atmosphere (note that this assumption leads to overestimation of RE for molecules that have an inhomogeneous atmospheric distribution).
c  Values in this column include molecule dependent stratospheric temperature adjustment (see Section A.2.5.2), lifetime adjustment (Section A.2.5.3), low-fre-
quency infrared absorption adjustment (Section A.2.5.4), and tropospheric adjustments when relevant (Section A.2.5.5).

Abundance Footnotes:

A1      Year 2020 value was taken from the Global Monitoring Laboratory (GML) database (gml.noaa.gov/ccgg/trends).
A2      Taken from Chapter 1 for the year 2020.
A3      Taken from WMO (2018) for the year 2016. Values in parentheses represent a potential range of values.
A4      Taken from Chapter 2 for the year 2020.
A5      Taken from Chapter 1.

L1
L2
L3
L4
L5

L6
L7

L8
L9

Perturbation total lifetime reported in IPCC (2022) used to evaluate climate metrics. The lifetime for CH4 based on a budget analysis is 9.1 years.
OH rate coefficient was taken from Burkholder et al. (2019).
Estimated OH radical rate coefficient and/or total lifetime.
Tropospheric photolysis partial lifetimes have been included in the total lifetime analysis; see Section A.1 Introduction.
Atmospheric lifetimes taken from the recommendations given in the SPARC (2013) lifetime report. Note that in some cases there are slight differences 
between the combination of the partial lifetimes and the recommended total atmospheric lifetime, which was derived from multi-model results and 
field observations.
Total lifetime is the best estimate taken from Ravishankara et al. (1993) that includes mesospheric loss due to Lyman-α (121.567 nm) photolysis.
Stratospheric partial lifetime was taken from the 2-D model calculations in Davis et al. (2016). These values are in agreement with the values reported 
in Laube et al. (2014): 59 (43–95) years for CFC-112, 51 (32–113) years for CFC-112a, and 59 (31–305) years for CFC-113a (scaled to a CFC-11 lifetime of 
52 years), but of higher precision.
The total lifetime includes mesospheric loss due to Lyman-α (121.567 nm) photolysis.
Lifetime was taken from Kloss et al. (2014).

Lifetime Footnotes:
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Footnotes
A: Atmospheric Abundance

L: Lifetime
O: Ozone Depletion Potential

R: Radiative Metrics

Iodocarbons

Methyl iodide CH3I 74-88-4 0.8 ppt (0.3–2.1) <14 days (3.5–14 days) <14 days (3.5–14 days) 269 days – <0.42 0.009 0.004 <1 <<1 <<1 <<1 <<1 A3, L2, L108, L109, L110, O11, R2

Bromoiodomethane CH2BrI 557-68-6 ≤60 mins ≤60 mins 150 days – <0.02 0.031 2.00E-05 <<1 <<1 <<1 <<1 <<1 L108, L111, L112, O14, R6

Chloroiodomethane CH2ClI 593-71-5 <100 mins <100 mins 150 days – <0.07 0.035 4.00E-05 <<1 <<1 <<1 <<1 <<1 L108, L111, L112, O11, R6

Diiodomethane CH2I2 75-11-6 ≤5 mins ≤5 mins 3.8 days – <0.02 0.038 2.00E-06 <<1 <<1 <<1 <<1 <<1 L108, L111, L113, O14, R2

Trifluoroiodomethane CF3I 2314-97-8 <5 days (0.7–5 days) <5 days (0.7–5 days) 3 – <0.09 0.283 0.067 1 <1 <<1 <<1 <<1 L108, L109, L110, O11, R6

Iodoethane CH3CH2I 75-03-6 <4 days (2.4–13.9 days) <4 days (2.4–13.9 days) 52 days (13–94 
days) – <0.02 0.021 0.004 <<1 <<1 <<1 <<1 <<1 L108, L110, L111, L114, O14, R2

n-iodopropane CH3CH2CH2I 107-08-4 <2 days <2 days 14.6 days – <0.02 0.0248 5.60E-04 <<1 <<1 <<1 <<1 <<1 L108, L111, L114, O14, R6

i-iodopropane CH3CHICH3 75-30-9 <1 day <1 day 12.7 days – >0.02 0.043 5.20E-04 <<1 <<1 <<1 <<1 <<1 L108, L114, O14, R2

3-iodo-1-propene CH2=CHCH2I 556-56-9 <1.2 days 1.4 days – – 0.042 6.00E-04 <<1 <<1 <<1 <<1 <<1 L3, L115, R2

1-iodo-heptafluoropropane CF3CF2CF2I 754-34-7 <2 days <2 days 3 – <0.09 0.427 9.69E-03 <<1 <<1 <<1 <<1 <<1 L108, L116, O15, R6

Tert-butyl iodide (CH3)3CI 558-17-8 <5 days 13.6 days – – 0.032 0.008 <1 <<1 <<1 <<1 <<1 L3, L115, R6

Special Compounds

Carbonyl fluoride COF2 353-50-4 7 days (5–10 days) 7 days (5–10 days) – – 0.123 0.008 <1 <1 <<1 <<1 <<1 L106, R2

Phosphorus tribromide PBr3 7789-60-8 <0.01 days <0.1 day – – 0.038 <0.001 <<1 <<1 <<1 <<1 <<1 L106, R6

Ammonia NH3 7664-41-7 (few days) (few days) 110 days – – 0.061 0.0014 <1 <<1 <<1 <<1 <<1 L2, L106, R2

Carbonyl Sulfide COS 463-58-1 505 ppt 2 2 – 60 – 0.016 0.0137 109 30 9 7 6 A3, L117, R2

Sulfuryl fluoride SO2F2 699-79-8 2.6 ppt 36 36 >300 630 0 0.203 0.2 7130 4390 1340 4140 1820 A2, L2, L118, O1, R2

Trifluoroacetic acid (TFA) CF3C(O)OH 76-05-1 5 days 116 days – 0 0.359 0.019 <1 <1 <<1 <<1 <<1 L106, L119, O1, R2

3,5-dichloro-2,4,6-trifluoro-
pyridine (DCTFP) C5Cl2F3N 1737-93-5 – – – – 0.118 – – – – – – R6

Heptafluorobutyronitrile (CF3)2CFCN 375-00-8 32.7 58.3 74 0 0.223 0.221 4020 2350 705 2140 884 L120, O1, R37

Chlorine nitrate ClONO2 14545-72-3 14 days – – – 0.086 0.0108 1 <1 <<1 <<1 <<1 L121, R2

Bromine nitrate BrONO2 40423-14-1 ~2 hours – – – 0.102 1.09E-04 <<1 <<1 <<1 <<1 <<1 L121, R2

L10
L11
L12

L13
L14
L15

L16
L17
L18
L19
L20
L21
L22
L23
L24
L25
L26
L27
L28
L29
L30
L31

L32

Stratospheric partial lifetime was taken from 2-D model calculations in Papadimitriou et al. (2013b).
Ocean and soil loss partial lifetimes have been included in the total lifetime analysis; see Section A.1 Introduction.
Lifetimes were taken from Papanastasiou et al. (2018), where k(OH) was calculated using the structure activity relationship (SAR) of DeMore (1996) and 
stratospheric lifetime estimated as described in the Section A.1 Introduction.
Stratospheric lifetime was taken from the 2-D model simulation reported in McGillen et al. (2015).
OH radical rate coefficient was taken from Burkholder et al. (2020).
Stratospheric partial lifetime was calculated using a 2-D model with OH and O(1D) rate coefficients recommended in SPARC (2013) lifetime report, see 
Chapter 3.
OH radical reactivity was calculated using the structure activity relationships of DeMore (1996) with an assumed E/R of 1700 K.
OH radical reactivity calculated using the room temperature rate coefficient reported by Young et al. (2009) with an assumed E/R of 1700 K.
OH radical rate coefficient was taken from Zhang et al. (2015).
OH radical rate coefficient was assumed to be the same as for HFC-329p.
OH radical rate coefficient was taken from Guo et al. (2019).
OH radical rate coefficient data were taken from Tokuhashi et al. (2018a).
OH radical rate coefficient data were taken from Tokuhashi et al. (2021).
OH radical rate coefficient was assumed to be similar to that of HFO-1234ze.
A lifetime upper limit was estimated based on reactivity trends.
OH radical rate coefficient was taken from Tokuhashi et al. (2021).
OH radical rate coefficient was taken from Papadimitriou et al. (2015).
OH radical rate coefficient was taken from Jiménez et al. (2016).
OH radical rate coefficient was taken from Liu et al. (2016).
The lifetime estimated to be similar to that of (E)-CF3CH=CHCF3.
OH radical rate coefficient was taken from Papadimitriou and Burkholder (2016).
OH radical rate coefficient was calculated using the room temperature rate coefficient reported by Sulbaek Andersen et al. (2005a) with an E/R of  
–170 K.
Partial lifetimes, other than ocean uptake (see Section A.1 Introduction), were taken from recommendations in the SPARC (2016) CCl4 report.
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L33
L34
L35
L36
L37
L38
L39
L40
L41
L42
L43
L44
L45
L46
L47
L48
L49
L50
L51
L52
L53
L54

L55

L56

L57
L58
L59
L60
L61
L62
L63
L64
L65
L66
L67
L68
L69
L70
L71

L72

L73
L74
L75
L76

L77
L78
L79

L80

L81
L82
L83
L84

OH radial rate coefficient was taken from Taylor et al. (1992).
OH radial rate coefficient was taken from Jiang et al. (1993).
OH radial rate coefficient was taken from Donaghy et al. (1993).
OH radial rate coefficient was taken from Loison et al. (1998).
OH radial rate coefficient was taken from Markert and Nielsen (1992).
OH radial rate coefficient was taken from Zhang et al. (2017).
OH radial rate coefficient was taken from Tuazon et al. (1988).
OH radial rate coefficient was taken from Bryukov et al. (2009).
OH radial rate coefficient was taken from the studies of Arnts et al. (1989) and Wahner and Zetzsch (1983).
OH radial rate coefficient was taken from Wahner and Zetzsch (1983).
OH radial rate coefficient was taken from Barrera et al. (2015).
OH radial rate coefficient was taken from the studies of Tokuhashi et al. (2019) and Barrera et al. (2015).
OH radial rate coefficient was taken from Tokuhashi et al. (2018b).
Local lifetime was estimated to be similar to that of (E)-CF3CH=CHCl.
Local lifetime was estimated to be similar to that of CF3CF=CF2.
OH radical rate coefficient was taken from Tokuhashi et al. (2021).
OH radical rate coefficient was taken from the studies of Atkinson (1985) and Young et al. (2008).
Lifetime was estimated to be similar to that of CBr2F2.
OH radical rate coefficient was taken from Perry et al. (1977).
OH radical rate coefficient was taken from Albaladejo et al. (2003).
Tropospheric (84,150 years) and mesospheric (2531 years) lifetimes were taken from the 2-D model calculations in Papadimitriou et al. (2013a).
Lifetime range derived from the modeling studies of Kovacs et al. (2017), with a reported lifetime of 1278 years, and Ray et al. (2017), with a reported 
lifetime of 850 years.
Total lifetime range was taken from Takahashi et al. (2002), which included mesospheric loss due to Lyman-α (121.567 nm) photolysis, dissociative 
electron attachment, and solar proton event loss processes.
Total lifetime was estimate based on the increase in Lyman-α (121.567 nm) absorption cross section (increased photolysis rate) with increasing number 
of –CF2- groups in the perfluorocarbon.
OH radical rate coefficient was taken from Jia et al. (2013).
OH radical rate coefficient was taken from Zhang et al. (2017).
OH radical rate coefficient was taken from McIlroy and Tully (1993).
OH radical reaction rate coefficient was taken from Sulbaek Andersen et al. (2005b).
OH radical rate coefficient was taken from the room temperature value from Oyaro et al. (2005) with an assumed E/R of 500 K.
OH radical rate coefficient was taken from the room temperature value from Oyaro et al. (2005) with an assumed E/R of 1500 K.
OH radical reaction rate coefficient was taken from Srinivasulu et al. (2018).
OH radical reaction rate coefficient was taken from Sulbaek Andersen et al. (2005b).
The OH radical reactive loss partial lifetime was estimated to be the same as for CF3OCH2CF3.
OH radical reaction rate coefficient was assumed to be the same as CHF2CH2OCF3.
The OH radical reactive loss partial lifetime was estimated to be the same as for CH3OCF2CHF2.
The OH radical reactive loss partial lifetime was estimated from the sum of the OH partial lifetimes of CF3CF2OCF2CHF2 and CF3CF2OCH2CHF2.
OH radical rate coefficient was taken from the room temperature value from Oyaro et al. (2004) with an assumed E/R of 500 K.
The OH radical partial lifetime was taken from the value in Bravo et al. (2011b).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Oyaro et al. (2004) with an assumed 
E/R of 1000 K. 
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Christensen et al. (1998) with an 
assumed E/R of 1000 K.
OH radical reaction rate coefficient was taken from Rodriguez et al. (2014).
OH radical reaction rate coefficient was taken from Sulbaek Andersen et al. (2010).
OH radical reaction rate coefficient was assumed to be similar to HG-10.
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Javadi et al. (2007) with an assumed E/R 
of 1000 K.
The OH radical reactive loss partial lifetime was calculated using the structure activity relationship estimated OH rate coefficient in Urata et al. (2003).
OH radical rate coefficient was taken from the theoretically calculated value in Blowers et al. (2008).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Sulbaek Andersen et al. (2004) with an 
assumed E/R of 1000 K.
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Wallington et al. (2004) with an as-
sumed E/R of 1000 K.
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Tokuhashi et al. (1999).
Total lifetime estimated in Vollmer et al. (2019).
Total lifetime estimated in Young et al. (2006).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Mashino et al. (2000) with an assumed 
E/R of –400 K.
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L85
L86
L87
L88

L89
L90
L91

L92
L93
L94

L95
L96
L97
L98

L99
L100
L101
L102
L103

L104
L105
L106
L107
L108
L109
L110
L111
L112
L113
L114
L115
L116
L117
L118
L119
L120
L121

ODP Footnotes:

O1
O2
O3
O4

O5
O6

O7
O8
O9

O10
O11

The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Chen et al. (2004b).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Chen et al. (2004a).  
OH radical rate coefficient was assumed to be similar to that of perfluoropropyl formate (HC(O)OCF2CF2CF3).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Oyaro et al. (2004) with an assumed 
E/R of 500 K.
Total lifetime was taken from the estimate in Bravo et al. (2011a).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Chen et al. (2006).
The OH radical reactive loss partial lifetime was taken from the estimate in Christensen et al. (1998), which was based on comparison with Cl atom 
reactivity.
OH radical rate coefficient was assumed to be the same as for perfluorobutyl acetate (CH3C(O)OCF2CF2CF2CF3).
OH radical rate coefficient was assumed to be the same as for ethyl 2,2,2-trifluoroacetate (CF3C(O)OCH2CH3).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Blanco and Teruel (2007) with an 
assumed E/R of 1000 K.
OH radical reaction rate coefficient was taken from Rodriguez et al. (2016).
OH radical reaction rate coefficient was taken from Antiñolo et al. (2011).
OH radical reaction rate coefficient was estimated by comparison with other fluoroalcohols; see Ellis et al. (2003).
The OH radical reactive loss partial lifetime was calculated using the room temperature OH rate coefficient from Ellis et al. (2003) with an assumed E/R 
of 1000 K.
OH radical rate coefficient was assumed to be the same as CF3CF2CH2OH.
OH radical rate coefficient was taken from Antiñolo et al. (2012).
Tropospheric photolysis is the dominant loss process for perfluoroketones; see Taniguchi et al. (2003)and Jackson et al. (2011).
OH radical rate coefficient was assumed to be similar to that of NOVEC-1230.
OH radical reaction rate coefficient was taken from Carr et al. (2003); UV photolysis is the primary loss process, and the lifetime was taken from Burk-
holder et al. (2002).
UV photolysis is the primary loss process, and the lifetime was taken from Burkholder et al. (2002).
OH radical reaction rate coefficient was taken from Sellevåg et al. (2004).
Heterogeneous uptake is most likely the predominant loss process.
OH radical reaction rate coefficient was taken from Antiñolo et al. (2010).
Total lifetime is primarily determined by UV photolysis with a decreasing local lifetime with increasing altitude.
Lifetime estimates were taken from the 3-D model simulations of Youn et al. (2010).
Lifetime range represents a likely variation in local photolysis partial lifetime with time and location of emissions.
Photolysis lifetimes were taken from Mössinger et al. (1998) for CH2BrI and Roehl et al. (1997) for CH2ClI, CH3CH2I, CH3CH2CH2I, and CH3CHICH3.
OH radical reaction rate coefficient was assumed to be similar to that of CH2Br2.
OH radical reaction rate coefficient was taken from Zhang et al. (2011).
OH radical reaction rate coefficient was taken from Zhang et al. (2012).
UV photolysis rate coefficient was assumed to be the same as for CF3I.
Photolysis and OH reactivity assumed the same as for CF3I.
Lifetime was taken from Brühl et al. (2012).
Lifetimes were taken from Papadimitriou et al. (2008) and Mühle et al. (2009).
OH radical reaction rate coefficient was taken from Carr et al. (1994).
OH radical reaction rate coefficient was taken from Blázquez et al. (2017).
Formed in the stratosphere with a predominant UV photolysis loss. UV absorption spectra are recommended in Burkholder et al. (2019).

Negligible and assigned a value of zero.
Value was taken from Ravishankara et al. (2009).
Value was taken from Chapter 7.
A greater ODP value was reported from the 2-D model calculations in Davis et al. (2016): 0.95 (CFC-113), 0.78 (CFC-114), 1.01 (CFC-12), and 1.06 
(CCl4).
Value was taken from the Montreal Protocol.
ODP was taken from the 2-D model calculations in Davis et al. (2016). The semiempirical ODP reported in Laube et al. (2014) is consistent with the 
Davis et al. (2016) value but has a larger uncertainty range.
ODP was taken from Kloss et al. (2014). 
ODP was taken from the 2-D model calculations in Papadimitriou et al. (2013b).
Semiempirical ODP was calculated using an empirical relationship of the fractional release factor with stratospheric lifetime given in Papanastasiou et 
al. (2018).
ODP was taken from Papanastasiou et al. (2018).
Upper limit of ODPs of short-lived substances reported in the studies of Brioude et al. (2010) for C2H5Br, CH2CBrCF3, n-C3H7Br, C2HCl3, CCl3CHO, CH3I, 
CF3I, C3F7I, CH2ClI, and CHBr3; Wuebbles et al. (2009) for C3H7Br, C2HCl3, and C2Cl4; Patten et al. (2010) for HFO-1233zd and E-CHCl=CHCl; Youn et 
al. (2010) for CF3I and CH3I; and Tegtmeier et al. (2012) for CH2Br2 and CHBr3. The derived ODPs in these studies were shown to be strongly depen-
dent on the region and season of the substance emissions, with the greatest values obtained for emissions in the Indian subcontinent.
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O12
O14
O15

RE, GWP, and GTP Footnotes:

GWP and GTP values that are less then 0.1 are reported as “<<1” in the table.  GWP and GTP values that are between 0.1 and 1 
are reported as “<1” in the table.
R1
R2

R3

R4
R5

R6
R7

R8

R9

R10
R11

R12

R13

R14

R15

R16

R17

R18

R19

R20
R21

R22

R23

R24
R25

R26
R27
R28

R29

R30

ODP was taken from Langbein et al. (1999).
ODP was assumed to be <0.02 for surface emissions.
ODP was assumed to be the same as for CF3I.

Radiative efficiency and climate metrics were taken from IPCC (2022).
Radiative efficiency was taken from the recommendation given in Hodnebrog et al. (2020a), which was based on a combination of literature review of 
experimental data and reanalysis. Climate metrics were calculated here.
Radiative efficiency was calculated using the room temperature infrared absorption spectrum reported in the Pacific Northwest National Laboratory 
(PNNL) database (secure2.pnl.gov/nsd/nsd.nsf). Sharpe et al. (2004).
Radiative efficiency was taken from the recommendation given in Hodnebrog et al. (2020a) with +12% added due to tropospheric adjustments.
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Davis et al. (2016) and the lifetime report-
ed here.
Radiative efficiency and climate metrics were calculated using the theoretically calculated infrared absorption spectrum and lifetimes given here.
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Papadimitriou et al. (2013b) and the 
lifetime reported here.
An instantaneous radiative efficiency was reported in Charmet et al. (2013), which was increased by +10% here to approximately account for the 
stratospheric temperature adjustment.
Radiative efficiency and climate metrics were calculated using the theoretically calculated infrared absorption spectrum in Papanastasiou et al. (2018) 
and lifetimes given here.
Radiative efficiency metrics were calculated using the infrared spectrum reported in McGillen et al. (2015).
Radiative efficiency and climate metrics were calculated using the theoretically calculated infrared absorption spectrum reported in Burkholder et al. 
(2020).
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Gierczak et al. (1996) and the lifetime 
reported here.
Radiative efficiency was taken from recommendation given in Hodnebrog et al. (2013), which was based on a combination of literature review of 
experimental and theoretical data and reanalysis.
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Rajakumar et al. (2006) and the lifetime 
reported here.
Zhang et al. (2015) reported an instantaneous radiative efficiency value, using the Oslo LBL–Pinnock method.  In the absence of an experimental spec-
trum, a +10% stratospheric temperature adjustment was applied here to obtain the radiative efficiency.
Guo et al. (2019) reported an “instantaneous radiative efficiency” value, using the Pinnock method. In the absence of an experimental spectrum, a 
+10% stratospheric temperature adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Baasandorj et al. (2010) and the lifetime 
reported here.
Radiative efficiency and climate metrics were calculated using the infrared absorption spectrum reported in Baasandorj et al. (2016) and the lifetime 
reported here.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Jai et al. (2013), which was calculated 
using the Pinnock method, and the lifetimes reported here.  In the absence of an experimental spectrum, a +10% stratospheric temperature adjust-
ment was applied to obtain the radiative efficiency here.
Radiative efficiency and climate metrics were based on the infrared spectrum reported in Baasandorj et al. (2018).
Radiative efficiency and climate metrics were based on an average of the instantaneous radiative efficiencies reported in Baasandorj et al. (2011) and 
Østerstrøm et al. (2017), which were calculated using the Pinnock method, and the lifetimes reported here. In the absence of experimental spectra, a 
+10% stratospheric temperature adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Jiménez et al. (2016), which was 
calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Liu et al. (2016), which was calculated 
using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature adjustment 
was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the infrared spectrum from Papadimitriou and Burkholder (2016).
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Barrera et al. (2015), which was 
calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the infrared spectrum in Gierczak et al. (2014).
Radiative efficiency and climate metrics were calculated using the infrared spectrum in Bernard et al. (2018).
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Zhang et al. (2017), which was 
calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Rodríguez et al. (2014), which was 
calculated using the Pinnock method, and the lifetimes reported here.  In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Sulbaek Andersen et al. (2010), which 
was calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric tem-
perature adjustment was applied here to obtain the radiative efficiency.
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R31

R32
R33

R34

R35

R36
R37

Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Bravo et al. (2013), which was cal-
culated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the infrared spectrum in Vollmer et al. (2019).
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Javadi et al. (2007), which was 
calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
Radiative efficiency and climate metrics were calculated using the recommendation given in Hodnebrog et al. (2013), which was based on the Bravo 
et al. (2011a) theoretically calculated infrared absorption spectra.
Radiative efficiency and climate metrics were calculated using the instantaneous radiative efficiency reported in Østerstrøm et al. (2015), which was 
calculated using the Pinnock method, and the lifetimes reported here. In the absence of an experimental spectrum, a +10% stratospheric temperature 
adjustment was applied here to obtain the radiative efficiency.
An OH radical reaction vertical profile lifetime adjustment was applied for very short-lived compounds lost by UV photolysis.
Radiative efficiency and climate metrics were calculated using the radiative efficiency reported in Sulbaek Andersen (2017), which was calculated 
using the Pinnock method, with a +10% stratospheric temperature adjustment applied, and the lifetimes reported here.  
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Cl
Cly

Cl2

ClO
ClOx

Cl2O2, ClOOCl
ClONO2, ClNO3

HCl
HOCl

F
F2

Fy

HF
FOx

atomic chlorine
total inorganic chlorine
molecular chlorine
chlorine monoxide
(ClO + 2 ClOOCl)
dichlorine peroxide (ClO dimer)
chlorine nitrate
hydrogen chloride (hydrochloric acid)
hypochlorous acid

atomic fluorine
molecular fluorine
total inorganic fluorine
hydrogen fluoride (hydrofluoric acid)
F + FO

APPENDIX A: 
ChemiCal Formulae and nomenClature

Reactive Halogen-Containing Species

Br
Bry

Br2

BrO
Br2O
BrOx

BrONO2, BrNO3

HBr
HOBr

I
I2

Iy

IO
IOx

atomic bromine
total inorganic bromine
molecular bromine
bromine monoxide
dibromine monoxide
(Br, BrO, BrONO2, HOBr, ...)
bromine nitrate
hydrogen bromine
hypobromous acid

atomic iodine
molecular iodine
total inorganic iodine
iodine monoxide
iodine radicals

O
O(3P)
O(1D)
O2

O3

Ox

N
N2

N2O
NO
NO2

NO3

N2O5

HNO3•3H2O

S
SO2

H2SO4

CH3SCH3

C
CO
CH3

CH4

CH3OH
CF3C(O)OH, CF3CO2H

CaCO3

TiO2

Al2O3

atomic oxygen
atomic oxygen (ground state)
atomic oxygen (first excited state)
molecular oxygen
ozone
odd oxygen (O, O(1D), O3)

atomic nitrogen
molecular nitrogen
nitrous oxide
nitric oxide
nitrogen dioxide
nitrogen trioxide, nitrate radical
dinitrogen pentoxide
nitric acid trihydrate condensate (NAT)

atomic sulfur
sulfur dioxide
sulfuric acid
dimethyl sulfide (DMS)

carbon atom
carbon monoxide
methyl radical
methane
methyl alcohol, methanol
trifluoroacetic acid (TFA)

calcite, calcium carbonate
titanium dioxide
aluminum oxide

 Other Reactive Species

H
H2

OH
HO2

H2O
HOx

HNO2, HONO
HOONO
HNO3

HNO4, HOONO2

NH3

NH4NO3

NOx

NOy

H2S
CS2

COS, OCS

CO2

CH3CH3

CH3CH2CH3

CH3CH2CH2CH3

CH2O

atomic hydrogen
molecular hydrogen
hydroxyl radical
hydroperoxyl radical
water
odd hydrogen (H, OH, HO2, H2O2)

nitrous acid
pernitrous acid
nitric acid
peroxynitric acid
ammonia
ammonium nitrate
nitrogen oxides (NO + NO2)
total reactive nitrogen (NO, NO2, NO3, 
N2O5, ClONO2, HNO4, HNO3)

hydrogen sulfide
carbon disulfide
carbonyl sulfide

carbon dioxide
ethane
propane
butane
formaldehyde

Note: Table A-5 in the Annex provides an extensive listing of chemical names and formulas, including many ozone depleting substances, their replace-
ments, and other substances of interest to the Montreal Protocol.
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APPENDIX B: 
2022 ozone assessment aCronym diCtionary

A
A5   Article 5 countries of the Montreal Protocol
AAO   Antarctic oscillation
ACCESS   Australian Community Climate and Earth System Simulator 
ACCMIP   Atmospheric Chemistry and Climate Model Intercomparison Project 
ACE-FTS   Fourier Transform Spectrometer instrument on the Atmospheric Chemistry Experiment satellite
AEAP   Atmospheric Effect of Aviation Project
AerChemMIP  Aerosol and Chemistry Model Intercomparison Project
AGAGE   Advanced Global Atmospheric Gases Experiment (atmospheric monitoring surface sites) 
AGTP   absolute global temperature change potential
AGWP   absolute global warming potential
AI   artificial intelligence
AIMS   Atmospheric chemical Ionization Mass Spectrometer
AMSU   Advanced Microwave Sounding Unit (satellite-based instrument) 
ANY   Australian New Year (fire event January 2020)
AO   Arctic oscillation
AoA   age of stratospheric air
AOD   aerosol optical depth
APEEP   Ap-driven energetic electron precipitation (model)
AR5   IPCC Fifth Assessment Report 
AR6   IPCC Sixth Assessment Report
ARISE   Assessing Responses and Impacts of Solar climate intervention on the Earth system
ASOPOS  ASsessment of Operating Procedures for Ozone Sondes
ATom   Atmospheric Tomography Mission (aircraft-based field campaign) 
ATTREX   Airborne Tropical TRopopause Experiment (aircraft-based field campaign)

B
BASIC   BAyeSian Integrated and Consolidated composite ozone time-series (data product)
BC   black carbon aerosol
BDC   Brewer-Dobson circulation
BECCS   bioenergy with carbon capture and storage
BNN   Bayesian neural network
BU   bottom-up (estimate based on observations)
BUV   Backscatter Ultraviolet (satellite-based instrument)

C
CALIOP   Cloud-Aerosol Lidar with Orthogonal Polarization (satellite-based instrument)
CALIPSO  Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (satellite-based instrument)
CAM-Chem  Community Atmosphere Model with Chemistry (CAM-chem), a component of the NCAR Community Earth System  
  Model (CESM)
CanESM   Canadian Earth System Model
CAO   cold air outbreak
CARIBIC   Civil Aircraft for the Regular Investigation of the Atmosphere Based on an Instrument Container (aircraft-based 
  observational campaign)
CAS RN   Chemical Abstracts Service registry number 
CAST   Coordinated Airborne Studies in the Tropics (aircraft-based field campaign)
CAVA   Central American Volcanic Arc
CCI   Climate Change Initiative of the European Space Agency
CCM   chemistry-climate model
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CCMI   Chemistry-Climate Model Initiative
CCMVal   Chemistry-Climate Model Validation Activity (e.g. CCMVal-2 = Phase 2 of CCMVal) 
CCT   cirrus cloud thinning
CDM   Clean Development Mechanism of the Kyoto Protocol
CDR   carbon dioxide removal
CESM   Community Earth System Model
CFCs   chlorofluorocarbons
CFSR   NCEP Climate Forecast System Reanalysis (data product)
CGAA   Cape Grim Air Archive (atmospheric monitoring surface sites)
CGTP   combined global temperature change potential
CI   climate intervention 
CLaMS   Chemical Lagrangian Model of the Stratosphere
CMEs   coronal mass ejections
CMIP   Climate Model Intercomparison Project (e.g. CMIP6 = Phase 6 of CMIP) 
CNRM   National Centre for Meteorological Research (France)
CONTRAST  Convective Transport of Active Species in the Tropics (aircraft-based field campaign)
COP   Conference Of the Parties of the United Nations Framework Convention on Climate Change (UNFCCC) 
COS   carbonyl sulfide
CPT   cold point tropopause
CR-AVE   Costa Rica Aura Validation Experiment (aircraft-based field campaign)
CSIRO   Commonwealth Scientific and Industrial Research Organisation (Australia)
CTM   chemistry transport model
CUE   critical use exemption 

D
DJF   December-January-February
DLM   dynamic linear model
DMS   dimethyl sulfide
DOE   Department of Energy (United States)
DU   Dobson Units 

E
ECMWF   European Centre for Medium-Range Weather Forecasts (forecast model)
ECS   equilibrium climate sensitivity
EDC   ethylene dichloride
EECl   equivalent effective chlorine
EEMD   ensemble empirical model decomposition
EEP   energetic electron precipitation 
EESBnC   Equivalent Effective Stratospheric Benchmark-normalized Chlorine
EESC   equivalent effective stratospheric chlorine 
EHF   eddy heat flux
EMAC   ECHAM/MESSy Atmospheric Chemistry 
ENSO   El Niño-Southern Oscillation
EOF   empirical orthogonal function
EPA   Environmental Protection Agency (United States)
EPP   energetic particle precipitation
ERA   ECMWF Re-Analysis (a global atmospheric reanalysis data product)
ERF  effective radiative forcing
ESM   Earth system model
EU   European Union

F
FDH   fixed dynamical heating
FIREBIRD  Focused Investigations of Relativistic Electron Burst Intensity, Range, and Dynamics (CubeSat dual satellite mission) 
FRF   fractional release factor
FTIR   Fourier transform infrared 
FZH   Forschungszentrum Jülich institute (Germany)
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G
GAW   Global Atmosphere Watch programme of WMO
GC-ECD   gas chromatography-electron capture detection (instrument)
GCM   global circulation model
GDP   gross domestic product
GEISA   Gestion et Etude des Informations Spectroscopiques Atmosphériques / Management and Study of Atmospheric   
  Spectroscopic Information 
GeoMIP   Geoengineering Model Intercomparison Project
GEOSCCM  Goddard Earth Observing System Chemistry Climate Model
GFDL-EM  Geophysical Fluid Dynamics Laboratory (of NOAA) Earth system Model 
GHG   greenhouse gas
GISSTEMP  Goddard Institute for Space Studies (GISS) Surface Temperature Analysis (data product)
GLENS   Geoengineering Large ENSemble project
GLORIA   Global Limb Radiance Imager for the Atmosphere (satellite-based instrument)
GloSSAC  Global Space-based Stratospheric Aerosol Climatology (data product)
GMI   Global Modeling Initiative
GOME   Global Ozone Monitoring Experiment spectrometer (satellite-based instrument)
GOMOS   Global Ozone Monitoring by Occultation of Stars (satellite-based instrument)
GOZCARDS  Global OZone Chemistry And Related trace gas Data records for the Stratosphere
GPS   global positioning system
GR   growth rate
GSFC2D   Goddard Space Flight Center 2-D model
GSG   GOME-SCIAMACHY-GOME-2 merged dataset
GtCO2-eq  gigatonnes of carbon dioxide equivalent 
GTO   GOME-type Total Ozone column ozone product 
GTP   global temperature change potential 
GWP   global warming potential 

H 
HadGEM  Hadley Centre Global Environment Model
HadISST   Hadley Centre Sea Ice and Sea Surface Temperature (data product)
HALO   High-Altitude and LOng range (research aircraft)
HALOE   HALogen Occultation Experiment (satellite-based instrument)
HBFO   hyrobromofluoroolefin
HCFC   hydrochlorofluorocarbon
HCFO   hydrochlorofluoroolefin 
HF   hydrogen fluoride/hydrofluoric acid
HFC   hydrofluorocarbon
HFE   halogenated ether
HFO   hydrofluoroolefin
HFP   hexafluoropropylene 
HIAPER   High-performance Instrumented Airborne Platform for Environmental Research 
HIPPO   HIAPER Pole-to-Pole Observations (aircraft-based field campaign) 
HITRAN   high-resolution transmission molecular absorption database
HSCT   High Speed Civil Transport (category of aircraft)
HST   hypersonic transport (category of aircraft)
HTOC   Halon Technical Options Committee

I
IAGOS   In-service Aircraft for a Global Observing System
IASI   Infrared Atmospheric Sounding Interferometer (satellite-based instrument)
ICR  industrial and commercial refrigeration 
IEA   International Energy Agency 
IGAC   International Global Atmospheric Chemistry project
IHD   interhemispheric difference
ILT  independent linear trend
IOD   integrated ozone depletion
IO3C   International Ozone Commission
IPCC   Intergovernmental Panel on Climate Change 
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I
IRF   instantaneous radiative forcing
ISS   International Space Station
ITCZ   intertropical convergence zone

J
JJA   June-July-August 
JRA-55   the 55-year Japanese ReAnalysis project conducted by the Japan Meteorological Agency (JMA)

L
LBL   line-by-line 
LOTUS   Long-term Ozone Trends and Uncertainties in the Stratosphere (a SPARC activity) 
LS   lower stratosphere
LW   longwave (radiation wavelength range)
LZRH   level of zero radiative heating 

M
MAC   mobile air conditioner
MAGICC  Model for the Assessment of Greenhouse Gas Induced Climate Change
MAM   March-April-May
MBL   marine atmospheric boundary layer
MCB   marine cloud brightening
MEGRIDOP  MErged GRIdded Dataset of Ozone Profiles
MERRA   Modern Era Retrospective-analysis for Research and Applications (e.g. MERRA-2 = version 2 of MERRA)
MF   mole fraction
MIPAS   Michelson Interferometer for Passive Atmospheric Sounding 
ML   machine learning
MLF   Montreal Protocol’s Multilateral Fund 
MLR   multiple linear regression 
MLS   Microwave Limb Sounder (satellite-based instrument) 
MMM   multi-model mean
MRI-ESM  Meteorological Research Institute (of Japan) Earth System Model
MSR   Multi-sensor reanalysis
MSU   Microwave Sounding Unit (satellite-based instrument) 

N
NAM   northern annular mode
NAO   North Atlantic oscillation
NASA   National Aeronautics and Space Administration (United States)
NAT   nitric acid trihydrate
NCAR   National Center for Atmospheric Research (United States)
NCEP   National Centers for Environmental Prediction (United States)
NDACC   Network for the Detection of Atmospheric Composition Change
NH   Northern Hemisphere
NIES   National Institute for Environmental Studies (Japan)
NIWA-BS  National Institute of Water and Atmospheric Research - Bodeker Scientific (dataset)
NOAA   National Oceanic and Atmospheric Administration (United States)
NTCF   near-term climate forcer

O
OCS   carbonyl sulfide (also COS) 
ODP   ozone depletion potential
ODS   ozone-depleting substance
OECD   the Organization for Economic Cooperation and Development
OHP   Observatorie de Haute-Provence (observatory in France) 
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OLP   ozone loss potential
OMD   ozone mass deficit 
OMI   Ozone Monitoring Instrument (satellite-based instrument)
OMPS   Ozone Mapping Profiler Suite (satellite-based instrument)
OMPS-LP  OMPS Limb Profiler (satellite-based instrument)
ORM   Ozone Research Managers of the parties to the Vienna Convention
OSIRIS   Optical Spectrograph and InfraRed Imaging System (satellite-based instrument)

P
PAR   photosynthetically active radiation 
PCE   perchloroethylene, also known as tetrachloroethylene 
PFC   perfluorocarbon
PFP   PSC formation potential
PG   product gas 
PGI   product gas injection
PNE   Pacific Northwest Event (2017 wildfire event)
POSIDON  Pacific Oxidants, Sulfur, Ice, Dehydration, and cONvection (aircraft-based field campaign)
Pre-AVE   Pre-Aura Validation Experiment (aircraft-based field campaign)
PSC   polar stratospheric cloud
PTFE   polytetrafluoroethylene/polytetrafluoroethene 
PWT   piecewise trend 
PWLT   piecewise linear trend
pyroCb   pyrocumulonimbus cloud

Q
QBO   Quasi-Biennial Oscillation
QPS   quarantine and pre-shipment 

R
RAOBCORE  RAdiosone OBservation COrrection using REanalyses (data product)
RCP   Representative Concentration Pathway scenario (used by IPCC)
RE   radiative efficiency
RF   radiative forcing
RICH   Radiosonde Innovation Composite Homogenization reanalysis (data product)
RSS   Remote Sensing Systems renanlysis (data product)

S
S2S   sub-seasonal to seasonal
SABER   Sounding of the Atmosphere using Broadband Emission Radiometry (satellite-based instrument) 
SAD   aerosol surface area density 
SAGE   Stratospheric Aerosol and Gas Experiment (satellite-based instrument)
SAI   stratospheric aerosol injection
SAM   southern annular mode
SAOZ   Système D’Analyse par Observations Zénithales (type of spectrometer instrument) 
SAP   UNEP Scientific Assessment Panel to the Parties of the Montreal Protocol
SARF   stratospheric-temperature-adjusted radiative forcing
SBUV   Solar Backscatter Ultraviolet (satellite-based instrument)
SBUV MOD SBUV Merged Ozone Data (MOD) product
SBUV COH SBUV Cohesive dataset (COH) 
SCIAMACHY  SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (satellite-based instrument) 
SCISAT   SCIence SATellite
SEANY   Southeast Australia New Year (2020 wildfire event)
SG   source gas
SGI   source gas injection
SH   Southern Hemisphere
SHIVA   Stratospheric ozone Halogen Impacts in a Varying Atmosphere (field campaign)
SIC   sea ice concentration
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SLIMCAT  Single-Layer Isentropic Model of Chemistry and Transport 
SLP  sea level pressure
SMR   Sub-Millimetre Radiometer (satellite-based instrument)
SODP   stratospheric ozone depletion potential
SON   September-October-November
SORCE   SOlar Radiation and Climate Experiment 
SPARC   Stratospheric Processes And their Role in Climate (project of WCRP)
SPE   solar proton event
SRES   Special Report on Emissions Scenarios (used by IPCC)
S-RIP   SPARC Reanalysis Intercomparison Project
SRM   solar radiation modification
SSA   stratospheric sulfuric acid aerosols
SSI   solar spectral irradiance
SSP   Shared Socioeconomic Pathway scenarios (used by IPCC)
SST   sea surface temperature or supersonic transport (aircraft) 
SSTA   SST anomaly
SSU   Stratospheric Sounding Unit (satellite-based instrument)
SSW   sudden stratospheric warming
STAR   The NOAA Center for Satellite Applications and Research
STE   stratosphere-troposphere exchange
STS   supercooled ternary solution
STT   stratosphere-to-troposphere transport
Suomi NPP  Suomi National Polar-orbiting Partnership (satellite) 
SW   shortwave (radiation wavelength range)
SWOOSH  Stratospheric Water and OzOne Satellite Homogenized (merged data record)
SWV   stratospheric water vapor

T
TACTS   Transport and Composition in the UT/LMS (aircraft-based field experiment)
TC4   Tropical Composition, Cloud and Climate Coupling (aircraft-based field experiment) 
TCE   trichloroethene
TCO   total column ozone
TEAP   UNEP Technology and Economic Assessment Panel to the Parties of the Montreal Protocol
TFA   trifluoroacetic acid
TFE   tetrafluoroethylene/ tetrafluoroethene
TOA   top of the atmosphere
TOAR   Tropospheric Ozone Assessment Report
TOMCAT  Toulouse Off-line Model of Chemistry and Transport
TOMS   Total Ozone Mapping Spectrometer (satellite-based instrument)
TORERO   Tropical Ocean tRoposphere Exchange of Reactive halogen species and Oxygenated VOC (aircraft-based field   
  experiment)
TOVS/ATOVS  TIROS Operational Vertical Sounder / Advanced TOVS (satellite-based instrument)
TP   tropopause pressure 
TROPOMI  TROPOspheric Monitoring Instrument (satellite-based instrument)
TSI  total solar irradiance
TTL   tropical tropopause layer

U
UAH   University of Alabama Huntsville
UARS   Upper Atmosphere Research Satellite
UBDC   upper branch of the Brewer-Dobson Circulation (BDC)
UCI   University of California Irvine
UEA   University of East Anglia
UKCA   United Kingdom Chemistry and Aerosols model
UKESM   United Kingdom Earth System Model
UNEP   United Nations Environment Programme
UNFCCC  United Nations Framework Convention on Climate Change
USA   United States of America
UT   upper troposphere
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UTLS   upper troposphere/lower stratosphere 
UV   ultraviolet (wavelength range)

V
VCM   vinyl chloride/vinyl chloride monomer
VDC   1,1-dichlorothene
VIRGAS   Volcano-plume Investigation Readiness and Gas-phase and Aerosol Sulfur (field campaign)
VIS/Vis   visible-wavelength radiation
VolMIP   Volcanic Forcings Model Intercomparison Project
VSL SG   very short-lived source gas 
VSLS   very short-lived substance 

W
WACCM   Whole Atmosphere Community Climate Model
WCRP   World Climate Research Programme
WDCGG   World Data Centre for Greenhouse Gases (a World Data Centre (WDC) operated by the Japan Meteorological 
  Agency (JMA) under WMO-GAW)
WISE   Wave-driven ISentropic Exchange (aircraft-based field campaign)
WMO   World Meteorological Organization
WOUDC   World Ozone and Ultraviolet Radiation Data Centre of WMO/GAW



Authors, Contributors, and Reviewers 

502

David W. Fahey
Paul A. Newman
John A. Pyle
Bonfils Safari

Co-Chairs of the Scientific Assessment Panel (SAP) of the Montreal Protocol
and Assessment Co-Chairs

NOAA Chemical Sciences Laboratory
NASA Goddard Space Flight Center
University of Cambridge and the National Centre for Atmospheric Science (NCAS)
University of Rwanda, College of Science and Technology

USA
USA
UK
Rwanda

Assessment Scientific Steering Committee

David W. Fahey
Paul A. Newman
John A. Pyle
Bonfils Safari
Julie Arblaster
Lucy Carpenter
Jianxin Hu
Ken Jucks
David A. Plummer

NOAA Chemical Sciences Laboratory
NASA Goddard Space Flight Center
University of Cambridge and the National Centre for Atmospheric Science (NCAS)
University of Rwanda, College of Science and Technology
Monash University
University of York
Peking University, College of Environmental Sciences and Engineering
NASA Headquarters
Environment and Climate Change Canada, Climate Research Division

USA
USA
UK
Rwanda
Australia
UK
China
USA
Canada

Assessment Coordinator

Sarah J. Doherty University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES)
at NOAA Chemical Sciences Laboratory

USA

Graphics and Layout Coordinator

Chelsea R. Thompson NOAA Chemical Sciences Laboratory USA

Lead Authors

Johannes C. Laube
Susann Tegtmeier

Forschungszentrum Jülich, Institute for Energy and Climate Research: Stratosphere (IEK-7) 
University of Saskatchewan, Institute of Space and Atmospheric Studies 

Germany
Canada

Chapter 1:  Update on Ozone-Depleting Substances (ODSs) and Other Gases of Interest to the Montreal Protocol

Qing Liang
Matt Rigby

NASA Goddard Space Flight Center
University of Bristol, School of Chemistry

USA
UK

Chapter 2:  Hydrofluorocarbons (HFCs)

Birgit Hassler
Paul J. Young

Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
Lancaster University

Germany
UK

Chapter 3:  Update on Global Ozone: Past, Present, and Future

Martyn P. Chipperfield
Michelle L. Santee

University of Leeds
NASA Jet Propulsion Laboratory, California Institute of Technology

UK
USA

Chapter 4:  Polar Stratospheric Ozone: Past, Present, and Future

Hella Garny
Harry Hendon

Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
Bureau of Meteorology and Monash University

Germany
Australia

Chapter 5:  Stratospheric Ozone Changes and Climate

James Haywood
Simone Tilmes

University of Exeter and Met Office Hadley Centre
National Center for Atmospheric Research (NCAR), Atmospheric Chemistry Observations & Modeling 

UK
USA

Chapter 6:  Stratospheric Aerosol Injection and Its Potential Effect on the Stratospheric Ozone Layer

John S. Daniel
Stefan Reimann

NOAA Chemical Sciences Laboratory
Swiss Federal Laboratories for Materials Science and Technology (Empa)

USA
Switzerland

Chapter 7:  Scenarios and Information for Policymakers

James B.Burkholder
Øivind Hodnebrog

NOAA Chemical Sciences Laboratory
CICERO Center for International Climate Research

USA
Norway

Annex:  Summary of Abundances, Lifetimes, ODPs, REs, GWPs, and GTPs

Ross J. Salawitch University of Maryland College Park USA

Twenty Questions and Answers About the Ozone Layer: 2022 Update

AUTHORS, CONTRIBUTORS, AND REVIEWERS



Authors, Contributors, and Reviewers

503

Co-Authors

Rafael Pedro Fernandez
Jeremy Harrison
Lei Hu

Paul Krummel

Emmanuel Mahieu
Sunyoung Park
Luke Western

Institute for Interdisciplinary Science (ICB), National Research Council (CONICET)
National Centre for Earth Observation (NCEO)
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Global Monitoring Laboratory
Commonwealth Scientific and Industrial Research Organisation (CSIRO) Oceans and Atmosphere,

Climate Science Centre 
University of Liège
Kyunpook National University, School of Earth System Sciences, Department of Oceanography
University of Bristol, School of Chemistry

Argentina
UK
USA

Australia

Belgium
South Korea
UK

Chapter 1:  Update on Ozone-Depleting Substances (ODSs) and Other Gases of Interest to the Montreal Protocol

Xuekun Fang
Dave Godwin
Jens Mühle
Takuya Saito
Kieran Stanley
Guus J. M. Velders

Zhejiang University
U.S. Environmental Protection Agency, Stratospheric Protection Division
University of California San Diego, Scripps Institution of Oceanography
National Institute for Environmental Studies
Institute of Atmospheric and Environmental Sciences
National Institute for Public Health and the Environment (RIVM) & Utrecht University

China
USA
USA
Japan
Germany
Netherlands

Chapter 2:  Hydrofluorocarbons (HFCs)

William T. Ball
Robert Damadeo
James Keeble
Elaine Maillard Barras
Viktoria F. Sofieva
Guang Zeng

Delft University of Technology, Department of Geoscience and Remote Sensing 
NASA Langley Research Center
National Centre for Atmospheric Science (NCAS)
Federal Office of Meteorology and Climatology MeteoSwiss
Finnish Meteorological Institute (FMI)
National Institute of Water and Atmospheric Research (NIWA) 

Netherlands
USA
UK
Switzerland
Finland
New Zealand

Chapter 3:  Update on Global Ozone: Past, Present, and Future

Simon P. Alexander
A. T. J. de Laat
Doug E. Kinnison
Jayanarayanan Kuttippurath

Ulrike Langematz
Krzysztof Wargan

Australian Antarctic Division
Royal Netherlands Meteorological Institute
National Center for Atmospheric Research (NCAR)
Centre for Oceans, Rivers, Atmosphere and Land Services (CORAL), Indian Institute of 

Technology Kharagpur
Freie Universtät Berlin
Science Systems and Applications Inc. (SSAI) at NASA Goddard Space Flight Center

Australia
Netherlands
USA
India

Germany
USA

Chapter 4:  Polar Stratospheric Ozone: Past, Present, and Future

Marta Abalos 

Gabriel Chiodo
Ariaan Purich
William J. Randel
Karen L. Smith
David Thompson

Universidad Complutense de Madrid, Department of Earth Physics and Astrophysics, Facultad 
de CC. Fisicas

ETH Zürich, Institute for Atmospheric and Climate Science 
ARC Centre of Excellence for Climate Extremes and Climate Change Research Centre
National Center for Atmospheric Research (NCAR)
University of Toronto Scarborough, Department of Physical and Environmental Sciences
Colorado State University

Spain

Switzerland
Australia
USA
Canada
USA

Chapter 5:  Stratospheric Ozone Changes and Climate

Anthony Jones
Frank Keutsch
Anton Laakso
Ulrike Niemeier
Anja Schmidt

Daniele Visioni
Pengfei Yu

Met Office
Harvard University, Department of Chemistry and Chemical Biology
Finnish Meteorological Institute (FMI), Atmospheric Research Centre of Eastern Finland
Max Planck Institute for Meteorology
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA); Ludwig

Maximilian University of Munich, Meteorological Institute; and University of Cambridge, Yusuf 
Hamied Department of Chemistry

Cornell University, Sibley School of Mechanical and Aerospace Engineering 
Jinan University, Institute for Environmental and Climate Research 

UK
USA
Finland
Germany
Germany

USA
China

Chapter 6:  Stratospheric Aerosol Injection and Its Potential Effect on the Stratospheric Ozone Layer

Paul Ashford
Eric Fleming
Ryan Hossaini
Megan Lickley
Robyn Schofield
Helen Walter-Terrinoni

Anthesis Consulting Group
Science Systems and Applications, Inc. (SSAI) at NASA Goddard Space Flight Center
Lancaster University
Massachusetts Institute of Technology
The University of Melbourne
The Air Conditioning, Heating, and Refrigeration Institute (AHRI) and Technology and Economic 

Assessment Panel (TEAP) of the Montreal Protocol

UK
USA
UK
USA
Australia
USA

Chapter 7:  Scenarios and Information for Policymakers

Sarah J. Doherty

David W. Fahey
Eric Fleming
Laura McBride

University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 
at NOAA Chemical Sciences Laboratory

NOAA Chemical Sciences Laboratory
Science Systems and Applications, Inc. (SSAI) at NASA Goddard Space Flight Center
University of Maryland, College Park

USA

USA
USA
USA

Twenty Questions and Answers About the Ozone Layer: 2022 Update



Authors, Contributors, and Reviewers 

504

Peter Bernath
Nada Derek
Vladimir Orkin
Stefan Reimann
Isobel J. Simpson
Luke Western

Old Dominion University, Department of Chemistry & Biochemistry
Commonwealth Scientific and Industrial Research Organisation (CSIRO)
National Institute of Standards and Technology (NIST)
Swiss Federal Laboratories for Materials Science and Technology (Empa)
University of California Irvine, Department of Chemistry
University of Bristol, School of Chemistry

USA
Australia
USA
Switzerland
USA
UK

Chapter 2:  Hydrofluorocarbons (HFCs)

Matt Amos
Niramson Azouz
Melanie Coldewey-Egbers
Lawrence Coy
Simone Dietmüller
Sandip S. Dhomse
Sophie Godin-Beekman

Daan Hubert
Mahesh Kovilakam
Paul A. Newman
Clara Orbe
Irina Petropavlovskikh

William J. Randel
Wolfgang Steinbrecht
Monika E. Szelag
Kleareti Tourpali
Corinne Vigouroux
Mark Weber

Lancaster University, Lancaster Environment Centre
Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS)
Deutsches Zentrum für Luft und Raumfahrt (DLR), Remote Sensing Technology Institute
Science Systems and Applications, Inc. (SSAI) at NASA Goddard Space Flight Center
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
University of Leeds, School of Earth and Environment
Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS), Centre National de la 

Recherche Scientifique (CNRS), Sorbonne University
Royal Belgian Institute for Space Aeronomy (BIRA-IASB)
Science Systems and Applications, Inc. (SSAI) at NASA Langley Research Center
NASA Goddard Space Flight Center
NASA Goddard Institute for Space Studies and NASA Goddard Space Flight Center
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Global Monitoring Laboratory
National Center for Atmospheric Research (NCAR)
Meteorological Observatory Hohenpeissenberg Deutscher Wetterdienst (DWD)
Finnish Meteorological Institute (FMI)
Aristotle University of Thessaloniki, Laboratory of Atmospheric Physics 
Royal Belgian Institute for Space Aeronomy (BIRA-IASB)
Universität Bremen, Institute of Environmental Physics

UK
France
Germany
US
Germany
UK
France

Belguim
USA
USA
USA
USA

USA
Germany
Finland
Greece
Belguim
Germany

Chapter 3:  Update on Global Ozone: Past, Present, and Future

Chapter 4:  Polar Stratospheric Ozone: Past, Present, and Future

Contributing Authors

Elliot Atlas
Peter Bernath
Geoff Dutton
Lucien Froidevaux
Ryan Hossaini
Timo Keber
Theodore K. Koenig

Stephen A. Montzka
Jens Mühle
Simon O’Doherty
David E. Oram
Klaus Pfeilsticker
Maxime Prignon
Birgit Quack
Matt Rigby
Meike Rotermund
Takuya Saito
Isobel J. Simpson
Dan Smale
Martin K. Vollmer
Dickon Young

University of Miami, Rosenstiel School of Marine and Atmospheric Science
Old Dominion University, Department of Chemistry & Biochemistry
NOAA Global Monitoring Laboratory
NASA Jet Propulsion Laboratory
Lancaster University
Institute for Atmospheric and Environmental Sciences
Peking University, College of Environmental Sciences and Engineering and State Key Joint Laboratory of 
Environmental Simulation and Pollution Control
NOAA Global Monitoring Laboratory
University of California San Diego, Scripps Institution of Oceanography
University of Bristol, School of Chemistry
University of East Anglia, School of Environmental Sciences
University of Heidelberg, Institut für Umweltphysik
Chalmers University of Technology, Department of Earth, Space and Environment 
GEOMAR, Helmholtz Centre for Ocean Research Kiel
University of Bristol, School of Chemistry
University of Heidelberg, Institut für Umweltphysik
National Institute for Environmental Studies
University of California Irvine, Department of Chemistry
National Institute of Water and Atmospheric Research (NIWA)
Swiss Federal Laboratories for Materials Science and Technology (Empa)
University of Bristol, School of Chemistry

USA
USA
USA
USA
UK
Germany
China

USA
USA
UK
UK
Germany
Sweden
Germany
UK
Germany
Japan
USA
New Zealand
Switzerland
UK

Chapter 1:  Update on Ozone-Depleting Substances (ODSs) and Other Gases of Interest to the Montreal Protocol

Sandip S. Dhomse
Jens-Uwe Grooß
James Keeble
Zachary D. Lawrence

Gloria L. Manney
Rolf Müller
Eric Nash
Paul A. Newman
David A. Plummer
Sarah Safieddine

University of Leeds
Forschungszentrum Jülich
University of Cambridge, Department of Chemistry
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Physical Sciences Laboratory and NorthWest Research Associates
NorthWest Research Associates and New Mexico Institute of Mining and Technology
Forschungszentrum Jülich 
Science Systems and Applications, Inc. (SSAI)
NASA Goddard Space Flight Center
Environment and Climate Change Canada, Climate Research Branch
Laboratoire Atmosphères, Observations Spatiales (LATMOS)/IPSL, Sorbonne Université, Université de 

Versailles Saint Quentin-en-Yvelines (UVSQ), Centre National de la Recherche Scientifique (CNRS)

UK
Germany
UK
USA

USA
Germany
USA
USA
Canada
France

Richard McKenzie
Karen H. Rosenlof
Chelsea R. Thompson

National Institute of Water and Atmospheric Research (NIWA)
NOAA Chemical Sciences Laboratory
NOAA Chemical Sciences Laboratory

New Zealand
USA
USA



Authors, Contributors, and Reviewers

505

James A. Anstey
Blanca Ayarzagüena
Antara Banerjee

Martyn P. Chipperfield
Martin Dameris
Ramiro Checa Garcia
Rishav Goyal
Paul A. Newman
Felix Plöger
Lorenzo Polvani
Karen H. Rosenlof
Anja Schmidt

William Seviour
Keith Shine
Neil Swart
Paul J. Young

Environment and Climate Change Canada, Canadian Centre for Climate Modelling and Analysis 
Universidad Complutense de Madrid
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Chemical Sciences Laboratory
University of Leeds
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
University of Vienna
University of New South Wales, Climate Change Research Centre
NASA Goddard Space Flight Center
Forschungszentrum Jülich
Columbia University, Department of Applied Physics and Applied Mathematics
NOAA Chemical Sciences Laboratory
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA); Ludwig

Maximilian University of Munich, Meteorological Institute; and University of Cambridge, Yusuf 
Hamied Department of Chemistry

University of Exeter
University of Reading, Department of Meteorology
Environment and Climate Change Canada, Canadian Centre for Climate Modelling and Analysis
Lancaster University

Canada
Spain
USA

UK
Germany
Austria
Australia
USA
Germany
USA
USA
Germany

UK
UK
Canada
UK

Chapter 5:  Stratospheric Ozone Changes and Climate

John Dykema
Anthony Jones
Anton Laakso
Catherine Anne Wilka

Harvard University, John A. Paulson School of Engineering and Applied Sciences
Met Office
Finnish Meteorological Institute (FMI), Atmospheric Research Centre of Eastern Finland
Stanford University

USA
UK
Finland
USA

Chapter 6:  Stratospheric Aerosol Injection and Its Potential Effect on the Stratospheric Ozone Layer

Laura McBride
Martin N. Ross
Sunyoung Park
Susann Tegtmeier
Ross J. Salawitch
David Sherry
Guus J. M. Velders

University of Maryland, College Park
The Aerospace Corporation
Kyungpook National University, School of Earth System Sciences, Department of Oceanography
University of Saskatchewan, Institute of Space and Atmospheric Studies
University of Maryland, College Park
NSA Ltd (Nolan Sherry & Associates)
National Institute for Public Health and the Environment (RIVM) & Utrecht University

USA
USA
South Korea
Canada
USA
UK
Netherlands

Chapter 7:  Scenarios and Information for Policymakers

Review Editors

Andreas Engel
Bo Yao

Institute for Atmospheric and Environmental Sciences, University of Frankfurt
Fudan University

Germany
China

Chapter 1:  Update on Ozone-Depleting Substances (ODSs) and Other Gases of Interest to the Montreal Protocol

Stephen A. Montzka
Martin K. Vollmer

NOAA Global Monitoring Laboratory
Swiss Federal Laboratories for Materials Science and Technology (Empa)

USA
Switzerland

Chapter 2:  Hydrofluorocarbons (HFCs)

Jessica Neu
Wolfgang Steinbrecht

NASA Jet Propulsion Laboratory, California Institute of Technology
Meteorological Observatory Hohenpeissenberg Deutscher Wetterdienst (DWD)

USA
Germany

Chapter 3:  Update on Global Ozone: Past, Present, and Future

Susan Solomon
Mark Weber

Massachusetts Institute of Technology, Department of Earth, Atmospheric, and Planetary Sciences
Universität Bremen, Institute of Environmental Physics

USA
Germany

Chapter 4:  Polar Stratospheric Ozone: Past, Present, and Future

Amy H. Butler
Amanda Maycock

NOAA Chemical Sciences Laboratory
University of Leeds, School of Earth and Environment

USA
UK

Chapter 5:  Stratospheric Ozone Changes and Climate

Brian McDonald
Vladimir Orkin
Vassilis C. Papadimitriou

Daniel Van Hoomissen

NOAA Chemical Sciences Laboratory
NIST Chemical Science and Technology Laboratory
University of Crete, Department of Chemistry and University of Colorado, Cooperative Institute 

for Research in Environmental Sciences (CIRES)
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Chemical Sciences Laboratory

USA
USA
Greece

USA

Annex:  Summary of Abundances, Lifetimes, ODPs, REs, GWPs, and GTPs

Ines Tritscher
Peter von der Gathen
Mark Weber
Ingo Wohltmann

Forschungszentrum Jülich
Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research
Universität Bremen, Institute of Environmental Physics
Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research

Germany
Germany
Germany
Germany



Authors, Contributors, and Reviewers 

506

Hideharu Akiyoshi
Mads P. Sulbaek Andersen
Stephen O. Andersen
Tim Arnold
Alkiviadis F. Bais
Govindasamy Bala  
Antara Banerjee

Tina Birmpili
Adam Bourassa
Peter Braesicke
Amy H. Butler
Natalia Calvo
Long Cao
Martin  Dameris
Sean Davis
Anne Douglass
Vitali Fioletov
Paul Fraser
Lucien Froidevaux
Jan Fuglestvedt
Rolando Garcia
Chaim Garfinkel
Nathan P. Gillett
Sophie Godin-Beekman

William Goetzler
Neil Harris
Peter Hitchcock
Peter Irvine
Martin Jucker
David Karoly
Alexey Yu. Karpechko
Jooil Kim
Andrew Klekociuk 
Ben Kravitz
Lambert Kuijpers
Susan Gabriela Lakkis

Jean-Francois Lamarque
Sunday Leonard

Eun-pa Lim
Jintai Lin
Pu Lin

Nathaniel Livesey
Diego Loyola
Doug MacMartin
Sasha Madronich
Michela Maione

Archie McCulloch
Sophia Mylona
Hiroaki Naoe
Simon O’Doherty
David Oram
Marisol Osman
Prabir Patra
Andrea Pazmiño

Thomas Peter
Damaris Kirsch Pinheiro
Marta Pizano

National Institute for Environmental Studies (NIES)
California State University, Northridge
Institute for Governance and Sustainable Development (IGSD)
National Physical Laboratory and University of Edinburgh
Aristotle University of Thessaloniki, School of Physics, Laboratory of Atmospheric Physics
Indian Institute of Science, Center for Atmospheric and Oceanic Sciences
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Chemical Sciences Laboratory
UNEP Multilateral Fund Secretariat for the Implementation of the Montreal Protocol
University of Saskatchewan, Institute of Space and Atmospheric Studies
Karlsruher Institut für Technologie (KIT)
NOAA Chemical Sciences Laboratory
Universidad Complutense de Madrid, Department of Earth Physics and Astrophysics
Zhejiang University, Department of Atmospheric Sciences, School of Earth Sciences
Deutsches Zentrum für Luft und Raumfahrt (DLR)
NOAA Chemical Sciences Laboratory
NASA Goddard Space Flight Center (emeritus)
Environment and Climate Change Canada
Commonwealth Scientific and Industrial Research Organisation (CSIRO) Oceans and Atmosphere
NASA Jet Propulsion Laboratory, California Institute of Technology
Centre for International Climate and Environmental Research (CICERO)
National Center for Atmospheric Research (NCAR)
Hebrew University of Jerusalem
Environment and Climate Change Canada
Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS), Centre National de la 

Recherche Scientifique (CNRS), Sorbonne University
Guidehouse
Cranfield University
Cornell University, Department of Earth and Atmospheric Sciences 
University College London, Department of Earth Sciences
Climate Change Research Centre, , University of New South Wales
Commonwealth Scientific and Industrial Research Organisation (CSIRO)
Finnish Meteorological Institute (FMI)
University of California San Diego, Scripps Institution of Oceanography 
Australian Antarctic Division 
Indiana University
A/gent b.v. Environmental Consultancy
Pontificia Universidad Católica Argentina, Facultad de Ingeniería y Ciencias Agrarias and Universidad 

Tecnológica Nacional, Facultad Regional Buenos
National Center for Atmospheric Research (NCAR)
UN Environment Programme (UNEP) Scientific & Technical Advisory Panel to the Global Environment 

Facility (STAP-GEF), 
Bureau of Meteorology
Peking University, School of Physics, Department of Atmospheric and Oceanic Sciences  
Princeton University, Program in Atmospheric and Oceanic Sciences and NOAA Geophysical Fluid 

Dynamics Laboratory
NASA Jet Propulsion Laboratory, California Institute of Technology
Deutsches Zentrum für Luft und Raumfahrt (DLR)
Cornell University
National Center for Atmospheric Research (NCAR)
University of Urbino, Department of Pure and Applied Sciences and National Research Council of Italy, 

Institute for Climate and Atmospheric Sciences 
University of Bristol, Atmospheric Chemistry Research Group (retired)
UN Environment Programme (UNEP) Ozone Secretariat
Meteorological Research Institute (MRI)
University of Bristol
University of East Anglia
Karlsruher Institut für Technologie (KIT)
Japan Agency for Marine-Earth Science and Technology (JAMSTEC) 
Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS), Centre National de la Recherche 

Scientifique (CNRS), Université de Versailles Staint Quentin-en-Yvelines (UVSQ)
ETH Zürich
Federal Univeristy of Santa Maria, Chemical Engineering Department, Center of Technology
Consultant

Japan
USA
USA
UK
Greece
India
USA

Canada
Canada
Germany
USA
Spain
China
Germany
USA
USA
Canada
Australia
USA
Norway
USA
Israel
Canada
France

USA
USA
USA
UK
Australia
Australia
Finland
USA
Australia
USA
Netherlands
Argentina

USA
Kenya

Australia
China
USA

USA
Germany
USA 
USA
Italy

UK
Kenya
Japan
UK
UK
Germany
Japan
France

Switzerland
Brazil
Colombia

Reviewers

Valentina Aquila
Karen H. Rosenlof

American University, Department of Environmental Science
NOAA Chemical Sciences Laboratory

USA
USA

Chapter 6:  Stratospheric Aerosol Injection and Its Potential Effect on the Stratospheric Ozone Layer

Lambert Kuijpers
Donald J. Wuebbles

A/gent b.v. Environmental Consultancy
University of Illinois, Department of Atmospheric Sciences

Netherlands
USA

Chapter 7:  Scenarios and Information for Policymakers



Authors, Contributors, and Reviewers

507

Felix Plöger
Michael Prather
A.R. Ravishankara
Claire Reeves
Laura Revell
Rob Rhew
Jadwiga Richter
Harald Rieder
Martin Riese
Alan Robock
Alfonso Saiz-Lopez
Nihar Shah
Jonathan Shanklin
Keith Shine
Michael Sigmond
Björn-Martin Sinnuber
Keith Solomon
Gabi Stiller
Kane Stone
Susan Strahan
William Sturges
Matt Tully
Jean-Paul Vernier
Timothy Wallington
Shingo Watanabe
Ray Weiss
David Wilmouth
Shigeo Yoden
Durwood Zaelke
Yanli Zhang

Forschungszentrum Jülich
University of California Irvine, Earth System Science Department
Colorado State University
University of East Anglia (emeritus)
University of Canterbury
University of California, Berkeley
National Center for Atmospheric Research (NCAR)
University of Natural Resources and Life Sciences, Vienna
Forschungszentrum Jülich
Rutgers University
Spanish National Research Council, Instituto de Química Física Rocasolano, CSIC
Lawrence Berkeley National Laboratory
British Antarctic Survey (BAS) (Emeritus Fellow)
University of Reading, Department of Meteorology 
Environment and Climate Change Canada, Canadian Centre for Climate Modelling and Analysis 
Karlsruher Institut für Technologie (KIT)
University of Guelph, Center for Toxicology 
Karlsruher Institut für Technologie (KIT), IMK-ASF
Massachusetts Institute of Technology, Department of Earth, Atmospheric, and Planetary Sciences 
University of Maryland, Baltimore County and NASA Goddard Space Flight Center
University of East Anglia
Bureau of Meteorology
National Institute of Aerospace and NASA Langley Research Center
Ford Motor Company, Research & Advanced Engineering 
Japan Agency for Marine-Earth Science and Technology (JAMSTEC)
University of California San Diego, Scripps Institution of Oceanography
Harvard University
Kyoto University
Institute for Governance and Sustainable Development (IGSD)
Chinese Academy of Science (CAS), Guangzhou Institute of Geochemistry (GIG) 

Germany
USA
USA
UK
New Zealand
USA
USA
Austria
Germany
USA
Spain
USA
UK
UK
Canada
Germany
Canada
Germany
USA
USA
UK
Australia
USA
USA
Japan
USA
USA
Japan
USA
China

Sarah J. Doherty

Chelsea R. Thompson
Jacquelyn Crossman
Mark Essig
Thomas K. Maycock
Andrea L. McCarrick
Brooke C. Stewart

Editorial Team

University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 
at NOAA Chemical Sciences Laboratory

NOAA Chemical Sciences Laboratory
MPF-ZAI
North Carolina State University, Cooperative Institute for Satellite Earth System Studies
North Carolina State University, Cooperative Institute for Satellite Earth System Studies
North Carolina State University, Cooperative Institute for Satellite Earth System Studies 
North Carolina State University, Cooperative Institute for Satellite Earth System Studies

USA

USA
USA
USA
USA
USA
USA

Administrative and Technical Support

Catherine Burgdorf Rasco

Ronda Knott
Douglas Ohlhorst
Albert Romero
Kathy A. Thompson
Richard Tisinai

Catherine Weable

University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 
at NOAA Chemical Sciences Laboratory

NOAA Chemical Sciences Laboratory
NOAA Chemical Sciences Laboratory
NOAA Office of the Chief Administrative Officer
Science Systems and Applications, Inc. (SSAI)
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Chemical Sciences Laboratory
NOAA Chemical Sciences Laboratory

USA

USA
USA
USA
USA
USA

USA

Photo Credits

Cover
Remembrances
Chapter 1 Cover
Chapter 2 Cover
Chapter 3 Cover
Chapter 4 Cover
Chapter 5 Cover
Chapter 6 Cover
Chapter 7 Cover
Annex

Johannes Werthebach, Ice Cube / NSF
Crutzen: Getty Images; McFarland: M. McFarland; Molina: Getty Images
Paedii Luchs via Stocksy
skyNext via Adobe Stock
Jonathan Kingston
Ryan Skorecki, NSF, via U.S. Antarctic Program Photo Library
Elizabeth Asher, NOAA CSL / CIRES
NASA
MyCreative via Adobe Stock
Daniel Van Hoomissen, NOAA CSL / CIRES



Authors, Contributors, and Reviewers 

508

Final Author Meeting
Geneva, Switzerland,  25 – 29 July 2022

Stephen O. Andersen
Valentina Aquila
Julie Arblaster
Tina Birmpili
Peter Brasicke
Amy H. Butler
Lucy Carpenter
Gabriel Chiodo
Martyn P. Chipperfield
Robert Damedeo
John S. Daniel
Sarah J. Doherty

Andreas Engel
David W. Fahey
Vitali Fioletov
Paul Fraser
Hella Garny
Sophie Godin-Beekman

Marco Gonzales
Neil Harris
Birgit Hassler
James Haywood
Harry Hendon
Jianxin Hu
Ken Jucks
Doug E. Kinnison
Ronda Knott
Lambert Kuijpers
Johannes C. Laube 
Qing Liang
Megan Lickley
Bella Maranion

Amanda Maycock
Stephen A. Montzka
Rolf Mueller
Jens Mühle
Sophia Mylona
Stoyka Netcheva
Jessica Neu
Paul A. Newman
Simon O’Doherty
David A. Plummer
Michael Prather
John A. Pyle
William J. Randel
A. R. Ravishankara
Stefan Reimann
Matt Rigby
Karen H. Rosenlof
Bonfils Safari
Ross J. Salawitch
Michelle L. Santee

Institute for Governance & Sustainable Development (IGSD)
American University, Department of Environmental Science
Monash University
UNEP Multilateral Fund Secretariat for the Implementation of the Montreal Protocol
Karlsruher Institut für Technologie (KIT)
NOAA Chemical Sciences Laboratory
University of York
ETH Zürich, Institute for Atmospheric and Climate Science 
University of Leeds
NASA Langley Research Center
NOAA Chemical Sciences Laboratory
University of Colorado, Cooperative Institute for Research in Environmental Sciences (CIRES) 

at NOAA Chemical Sciences Laboratory
University of Frankfurt, Institute for Atmospheric and Environmental Sciences 
NOAA Chemical Sciences Laboratory
Environment and Climate Change Canada (ECCC)
Climate Science Centre, Commonwealth Scientific and Industrial Research Organization (CSIRO)
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS), Centre National de la 

Recherche Scientifique (CNRS), Sorbonne University
United Nations Environment Programme (UNEP) Ozone Secretariat (retired)
Cranfield University
Deutsches Zentrum für Luft und Raumfahrt (DLR), Institut für Physik der Atmosphäre (IPA)
University of Exeter and Met Office Hadley Centre
Bureau of Meteorology and Monash University
Peking University, College of Environmental Sciences and Engineering
NASA Headquarters
National Center for Atmospheric Research (NCAR)
NOAA Chemical Sciences Laboratory
A/gent b.v. Environmental Consultancy
Forschungszentrum Jülich, Institute for Energy and Climate Research: Stratosphere (IEK-7)
NASA Goddard Space Flight Center
Massachusetts Institute of Technology
U.S. Environmental Protection Agency (EPA) and Technology and Economic Assessment Panel (TEAP) 

of the Montreal Protocol
University of Leeds, School of Earth and Environment 
NOAA Global Monitoring Laboratory
Forschungszentrum Jülich
University of California San Diego, Scripps Institution of Oceanography
United Nations Environment Programme (UNEP) Ozone Secretariat
World Meteorological Organization (WMO)
NASA Jet Propulsion Laboratory, California Institute of Technology
NASA Goddard Space Flight Center
University of Bristol
Environment and Climate Change Canada, Climate Research Division
University of California Irvine, Earth System Science Department
University of Cambridge and the National Centre for Atmospheric Science (NCAS)
National Center for Atmospheric Research (NCAR)
Colorado State University
Swiss Federal Laboratories for Materials Science and Technology (Empa)
University of Bristol, School of Chemistry
NOAA Chemical Sciences Laboratory
University of Rwanda, College of Science and Technology
University of Maryland College Park
NASA Jet Propulsion Laboratory, California Institute of Technology

USA
USA
Australia
Canada
Germany
USA
UK
Switzerland
UK
USA
USA
USA

Germany
USA
Canada
Australia
Germany
France

Costa Rica
UK
Germany
UK
Australia
China
USA
USA
USA
Netherlands
Germany
USA
USA
USA

UK
USA
Germany
USA
Kenya
Switzerland
USA
USA
UK
Canada
USA
UK
USA
USA
Switzerland
UK
USA
Rwanda
USA
USA



Authors, Contributors, and Reviewers

509

Megumi Seki
Keith Shine
Susan Solomon
Wolfgang Steinbrecht
Susan Strahan
Susann Tegtmeier
Chelsea R. Thompson
Kathy A. Thompson
Simone Tilmes
Matt Tully
Guus J. M. Velders
Daniele Visioni
Martin Vollmer
Helen Walter-Terrinoni

Catherine Weable
Mark Weber
Ray Weiss
Luke Western
Donald J. Wuebbles
Bo Yao
Paul J. Young

United Nations Environment Programme (UNEP) Ozone Secretariat
University of Reading, Department of Meteorology
Massachusetts Institute of Technology, Department of Earth, Atmospheric, and Planetary Sciences
Meteorological Observatory Hohenpeissenberg Deutscher Wetterdienst (DWD) 
University of Maryland, Baltimore County
University of Saskatchewan, Institute of Space and Atmospheric Studies 
NOAA Chemical Sciences Laboratory
Science Systems and Applications, Inc. (SSAI)
National Center for Atmospheric Research (NCAR), Atmospheric Chemistry Observations & Modeling 
Bureau of Meterology
National Institute for Public Health and the Environment (RIVM) & Utrecht University
Cornell University, Sibley School of Mechanical and Aerospace Engineering
Swiss Federal Laboratories for Materials Science and Technology (Empa)
The Air Conditioning, Heating, and Refrigeration Institute (AHRI) and Technology and Economic 

Assessment Panel (TEAP) of the Montreal Protocol
NOAA Chemical Sciences Laboratory
Universität Bremen, Institute of Environmental Physics
University of California San Diego, Scripps Institution of Oceanography
University of Bristol
University of Illinois, Department of Atmospheric Sciences 
Fudan University
Lancaster University

Kenya
UK
USA
Germany 
USA
Canada
USA
USA
USA
Australia
Netherlands
USA
Switzerland
USA

USA
Germany
USA
UK
USA
China
UK

Highlights of the Executive Summary

Tina Birmpili
Neil Harris
Karen H. Rosenlof
Susan Solomon
Donald J. Wuebbles

UNEP Multilateral Fund Secretariat for the Implementation of the Montreal Protocol
Cranfield University
NOAA Chemical Sciences Laboratory
Massachusetts Institute of Technology, Department of Earth, Atmospheric, and Planetary Sciences
University of Illinois, Department of Atmospheric Sciences

Canada
UK 
USA
USA
USA



SCIENTIFIC ASSESSMENT
OF OZONE DEPLETION

World Meteorological Organization
United Nations Environment Programme

National Oceanic and Atmospheric Administration
National Aeronautics and Space Administration

European Commission


